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Abstract

Spectro-astrometry is a technique to obtain information about the structure of an
astronomical source on sub-diffraction limited spatial scales down to milli- or micro-
arcseconds. The method exploits the shift of the photocentre of a structured source over
emission/absorption lines in its spectral energy distribution. Sub-diffraction limited reso-
lution can be achieved because the method only uses wavelength-differential information of
longslit spectra. Although spectro-astrometry has already been devised by Bailey (1998)
and some studies have been performed to date on different astronomic targets, so far, no
systematic analysis of the potential of this technique has been undertaken.
The aim of this work was to analyse the potential of the method, develop the tools to
exploit this potential and write the software which is needed to perform the analysis pro-
cedure. To verify the practical feasibility, observations were done with the VLT/CRIRES
facility to demonstrate the capabilities of the method with respect to detecting structures
on giant star surfaces. All steps of data reduction were analysed with respect to their
influence on the spectro-astrometric quantities and a new method for bad pixel detection
was devised and implemented. A tool to simulate the spectro-astrometric signatures of
arbitrary source configurations was created and coded and allows to deduce the source
configuration from observed data. It was found that for real data instrumental artefacts
are a major problem. These artefacts originate from asymmetric point-spread-functions
which can be caused by instrumental characteristics and/or adaptive optics. Since the
artefacts can exceed the target-induced signatures in amplitude and, hence, mask them,
the removal of such artefacts turned out to be the most important step of this work. An
algorithm to remove, or at least reduce, the artefacts was devised. It assumes that any
instrumental effect can be condensed into an effective, asymmetric PSF. The choice of
the correct parameterisation for the PSF proved to be the critical point in this proce-
dure. When applied to real data, the removal process significantly reduces the artefacts.
Observations of the two giant stars TW Oph and RS Vir were planned and executed.
Upper limits on spot coverage were estimated for RS Vir: a cool spot covering 10 % of
the visible disk with a temperature contrast of 500 K is right at the detection limit. In
contrast, target-induced signatures were detected in the spectro-astrometric quantities of
the TW Oph data. The best-fitting scenario is a single cool spot at mid-latitudes with a
temperature contrast of 500 K covering 11 % of the visible disk. However, the principle of
spectro-astrometry and observational constraints result in a degeneracy of the best-fitting
scenario. This means that, to some degree, other spot parameters fit the observations
equally. The process of finding the correct source structure to fit the observations was
found to strongly depend on the availability of precise synthetic spectra. Uncertainties in
such model spectra directly translate into the deduced source configuration. The technique
of spectro-astrometry has a performance similar to interferometry but does not require as
much telescope time as multiple-telescope interferometers. Spectro-astrometry will profit
directly from larger telescopes and the next generation of adaptive optics, and hence will
remain competitive to other techniques in the future.





Zusammenfassung

Spektroastrometrie ermöglicht es, die Struktur von astronomischen Objekten auf Skalen
unterhalb der Beugungsbegrenzung einer Teleskopoptik zu untersuchen. Es können mit
dieser Methode und modernen Teleskopen räumliche Auflösungen von Milli- oder sogar
Mikrobogensekunden erreicht werden. Spektroastrometrie nutzt die Tatsache, dass sich
das räumliche Maximum der Helligkeitsverteilung einer strukturierten Quelle mit der
Wellenlänge verschiebt, wenn das Spektrum der Quelle Emissions- oder Absorptionslinien
aufweist. Eine Auflösung unterhalb der Beugungsbegrenzung kann erreicht werden, weil
nur die relative räumliche Änderung des Helligkeitsmaximums eines Langspaltspektrums
mit der Wellenlänge relevant ist, nicht aber die absolute Position. Obwohl diese Meth-
ode bereits von Beckers (1982) entwickelt wurde und es seitdem Veröffentlichungen über
Studien verschiedener Objekte gab, existieren bisher noch keine systematischen Unter-
suchungen zu den Problemen und dem Potential der Methode.
Das Ziel dieser Arbeit ist eine grundlegende Analyse der Spektroastrometrie sowie ihre
Anwendung zwecks Untersuchung von Riesensternen auf Oberflächenstrukturen mittels
Beobachtungen mit VLT/CRIRES. Hierzu mussten die meisten Analyse-, Simulations-
und Datenreduktionsmethoden entwickelt und programmiert werden. Sämtliche Schritte
der Datenreduktion wurden auf ihren Einfluss auf die spektroastrometrischen Größen un-
tersucht, um so ein optimales Reduktionsverfahren zu erstellen. Ein Algorithmus zur
Simulation der spektroastrometrischen Signaturen von beliebigen Objektkonfigurationen
wurde entwickelt und implementiert. Mit seiner Hilfe können die notwendigen Simu-
lationen durchgeführt werden, um Objektstrukturen aus Beobachtungsdaten abzuleiten.
Instrumentelle Artefakte in den spektroastrometrischen Größen stellen das Hauptprob-
lem beim erreichen der theoretisch möglichen räumlichen Auflösung dar. Diese Artefakte
werden durch das Instrument selbst und/oder durch eine eventuell benutzte adaptive Op-
tik verursacht; sie können durch eine asymmetrische Punktverbreiterungsfunktion (PSF)
beschrieben werden. Die Entfernung bzw. Reduzierung jener Artefakte ist notwendig, weil
ihre Amplituden weit über denjenigen der objektinhärenten Signaturen liegen können. Ein
Verfahren wurde entwickelt, um eine solche Reduzierung zu verwirklichen. Es basiert auf
der Annahme, dass alle instrumentellen Einflüsse durch eine effektive, asymmetrische PSF
beschrieben werden können. Es stellte sich heraus, dass eine optimale Parameterisierung
der PSF entscheidend für den Erfolg des Verfahrens ist. Die Anwendung des Algorith-
musses auf Beobachtungsdaten führte zu einer signifikanten Verringerung der Artefakte.
Beobachtungen der Riesensterne TW Oph und RS Vir wurden geplant und durchgeführt.
Während auf RS Vir keine Oberflächenstrukturen nachgewiesen werden konnten, zeigen
die spektroastrometrischen Größen bei TW Oph eindeutige Signaturen. Letztere lassen
sich am besten durch einem einzelnen, kühlen Fleck mit einem Temperaturkontrast von
500 K und einem Bedeckungsfaktor von 11 % erklären. Sowohl die Methode der Spek-
troastrometrie selbst als auch Restriktionen bei den Beobachtungen führten dazu, dass
mehrere Fleckenkonfigurationen gleichermaßen die Beobachtungen erklären können. Die
Modellierung der Beobachtungsdaten mittels Fleckenmodellen hängt stark von den hi-
erzu benutzten synthetischen Spektren ab, weshalb genaue Modellspektren unerlässlich
sind. Spektroastrometrie kann im Infraroten Ergebnisse erzielen, welche vergleichbar
sind mit denen der aktuellen Mehrteleskopinterferometer, mit dem Vorteil, dass weniger
Gesamtbeobachtungszeit benötigt wird. Die Methode der Spektroastrometrie wird von
zukünftigen Entwicklungen im Bereich der adaptiven Optik und von steigenden Teleskop-
durchmessern direkt profitieren, und ist damit auch künftig konkurrenzfähig.
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Chapter 1

Introduction

Most astronomical objects in the universe have huge distances to the Earth. Even though
many of these celestial bodies are large compared to the Earth, their apparent spatial scales
are often tiny. Thus, astronomers ever seek to develop larger telescopes and to devise new
techniques to resolve ever smaller spatial scales. High spatial resolution indeed yields
new knowledge on subjects which are so far not, or only partly, understood. One of the
numerous topics which will profit from increased spatial resolution is stellar structure and
evolution. Conventional full-disk spectroscopy only allows to deduce information about the
vertical temperature structure of a star. In cool, extended stellar atmospheres, dynamical
processes take place which require the horizontal temperature structure to be known in
order to be fully understood. These dynamical phenomena include giant convection cells,
magnetically induced spots, mass loss and dust formation. The horizontal structure is
very difficult to study as the spatial scales are of the order of few milli-arcseconds for
the stars with the largest apparent diameters. This work studies in detail the method
of spectro-astronomy which aims at sub-diffraction-limited spatial resolution. Using large
telescopes, this corresponds to a spatial resolution of the order of one milli-arcsecond.
This work is structured as follows:
Chapter 1 gives an introduction to several topics which are of relevance for this thesis,
see below. Because of its importance for this thesis, a detailed discussion of the technique
of spectro-astrometry is presented in a separate chapter, namely Chapter 2. There, the
basics are discussed as well as the method to simulate spectro-astrometric signatures of
arbitrary object configurations and the method to remove instrumental artefacts in order
to exploit the full potential of spectro-astrometry. Chapter 3 deals with the data reduction
steps which are important for later spectro-astrometric analysis. Each of the reduction
steps is analysed with respect to possible influences on the spectro-astrometric quantities.
The spectro-astrometric analysis of the giant star data set on TW Oph and RS Vir and
the data on α Centauri A is given in Chapter 4. A summary on the achievements of this
work and an outlook on the future perspectives of spectro-astrometry follow in the last
chapter 5.
This introduction is organised in several parts: diffraction and interference of light are
fundamental to understanding spectroscopy and allow to deduce the spatial resolution
limit of a telescope (Sect. 1.1). Adaptive optics are introduced in Sect. 1.2, as they
achieve to reach the diffraction-limited resolution of ground-based telescopes and directly
improve the spatial resolution attainable with spectro-astrometry. The data sets used in
this thesis were obtained with the CRIRES spectrograph, which is, therefore, described in
Sect. 1.3. The interior structure and energy generation of (giant) stars is summarised in
Sect. 1.4, and molecular physics, which, e.g., explain the absorption levels of molecules,
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is the subject of Sect. 1.5. Section 1.6 of this chapter deals with the stellar atmosphere
code used to obtain the synthetic spectra used in this work. Interferometry and lunar
occultations as alternative methods to perform high resolution observations are shortly
discussed in Sects. 1.8 and 1.7.

1.1 Diffraction

In this section, a short explanation of the processes of interference and diffraction is given
as both phenomena are fundamental to telescope optics and spectroscopy. Therefore, they
are also important for spectro-astrometry. A more detailed treatment of these subjects
can be found in many physics textbooks, e.g., Demtröder (1999). First, diffraction at a
single slit is considered. Parallel light is assumed to fall onto a slit of width w. Every
point inside the slit is the origin of a new spherical wave. These waves interfere with each
other. If the slit is divided into N equally spaced sources with distance d (i.e., N = w/d),
the intensity at an angle of Θ is to be evaluated in the following. The path difference
between two neighbouring waves is ∆s = d · sin Θ, leading to a phase difference of

∆φ = 2π/λ · ∆s, (1.1)

where λ is the wavelength of the light and s the path length. The electric field vector of
a plain light wave can be described by

E = E0 · ei(ωt+φ), (1.2)

where ω is the angular frequency and φ is the phase. The total amplitude of the N
interfering spherical waves of equal amplitude can be expressed by

E = A · eiωt
N
∑

j=1

ei(j−1)∆φ, (1.3)

if the phase of the first wave is set to zero. The geometrical series can be written as

N
∑

j=1

ei(j−1)∆φ =
eiN∆φ−1

ei∆φ−1
. (1.4)

Performing a simple conversion and using the complex representation of the sine as well
as the intensity I = cǫ0|E|2 and Eq. (1.1), one obtains

I(Θ) =
I0
N2

· sin2 (π(w/λ) sin Θ)

sin2 (π(d/λ) sin Θ)
. (1.5)

Defining x = π(w/λ) · sinΘ yields

I(Θ) =
I0
N2

sin2 x

sin2(x/N)
. (1.6)

To represent realistic circumstances, N has to be considered to approach infinity which is
equivalent to d→ 0. As, in this case, sin2(x/N) → x2/N2, one obtains

lim
N→∞

I(Θ) = I0 ·
sin2 x

x2
. (1.7)
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This intensity distribution is the commonly known diffraction pattern caused by a sin-
gle slit. This kind of diffraction will turn out, see below, to be a special case of general
diffraction theory for large distances from the slit. This special case is called Fraunhofer
diffraction. If a plain wave in three dimensions falls orthogonally onto a circular aperture
with radius R, a rotational-symmetric intensity distribution is observed. General diffrac-
tion theory, cf. Eq. (1.17), allows to evaluate this case and leads to an intensity distribution
of

I(Θ) = I0 ·
(

2J1(x)

x

)2

, (1.8)

with x = 2πR/λ · sinΘ and J1(x) being the first order Bessel function.
Now, a diffraction grating is considered. A grating can be imagined to consist of M adjoin-
ing, parallel slits with spacing a. Thus, the intensity distribution behind this configuration
is determined by two contributions; first, the interference of the light beams from each of
the slits and second, the diffraction pattern caused by each individual slit:

I(Θ) = I0 ·
sin2 (π(w/λ) sin Θ)

(π(w/λ) sin Θ)2
· sin2 (Mπ(a/λ) sin Θ)

sin2 (π(a/λ) sin Θ)
. (1.9)

Figure 1.1 illustrates the intensity distribution for eight slits and a = 2 · w. If the path

Figure 1.1: Intensity distribution for a grating consisting of eight slits with a = 2 · w, according

to Eq. 1.9; the interference orders are shown on the x-axis; the diffraction envelope is also plotted.

difference for light beams of adjacent slits is a multiple of the wavelength λ, the intensity
distribution will have a local maximum. This is true for ∆s = a · sinΘ = mλ. As there are
also gratings which have inclined grooves, the so-called blazed gratings, two new angles are
introduced here which are measured versus the normal to the grating base. They denote
the angle of incoming and reflected light, α and β, respectively. In contrast, Θ is the angle
of incidence measured with respect to the normal to the groove. It is straightforward to
see that constructive interference can only be achieved if the path difference satisfies

∆s = a(sinα+ sinβ) = mλ, (1.10)

where m is the diffraction order. Equation (1.10) is called the (in-plane) grating equation.
A spectrograph disperses incoming light spectrally and can be used to analyse the inten-
sity distribution over wavelength. A typical setup for a grating spectrograph is shown in
Fig. 1.2. In principle, the slit is imaged onto the detector. The light is dispersed by the
grating and, hence, a spectrum can be observed in the detector plane. The spectrum con-
sists of slit images for each wavelength. These images are detected at different coordinates
depending on their wavelength because of the dispersion induced by the grating. The
wavelength range which is imaged to the detector plane can be adjusted by rotating the
grating. Observing at high diffraction orders requires blazed gratings because for normal
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Figure 1.2: Setup of a grating spectrograph: the entrance slit S1, the reflective grating and the

photon detector are the most important elements.

gratings, the intensity steeply decreases with increasing diffraction order. The inclination
of the grooves with respect to the grating normal shifts the maximum intensity to a higher
diffraction order. These grating are also called echelle gratings.
Starting with the grating equation, Eq. (1.10), the angular dispersion of a grating is ob-
tained as

dβ

dλ
=

m

a · cosβ
=

(

a2 cos2 α

m2
+

2aλ

m
sinα− λ2

)−1/2

. (1.11)

The larger the angular dispersion, the larger the spatial distance of two wavelengths λ1

and λ2. The angular dispersion is determined by the grating constant, the wavelength,
the angle of incidence and the order of diffraction. Depending on the effective width of
the entering light beam, a number of grating grooves M ′ ≤ M is illuminated. The exit
pupil then is e = M ′ · a · cosβ. According to the Rayleigh criterion, cf. Sect. 1.1.1, the
difference angle ∆β between the propagation directions of the two diffracted waves with
λ1 and λ2 = λ1 + ∆λ has to be larger than half the angular width ∆βmin = λ/e. Using
Eq. (1.11) yields

∆λ =
d · cosβ

m
∆β ≥ d · cosβ

m
∆βmin ≥ λ

m ·M . (1.12)

Hence, the spectral resolution is

R =
λ

∆λ
≤ m ·M. (1.13)

If the spectrograph is attached to a telescope, the parameters m and M cannot be varied
independently. If the telescope diameter is denoted with D and the minimum distance
of two resolvable point sources φ, one can show that the spectral resolution limit of the
telescope-spectrograph system is

R =
λ

∆λ
≤ m ·M · λ

Dφ
. (1.14)

Coming back to diffraction, an arbitrary two-dimensional aperture is now assumed at a
coordinate of z = 0, i.e., within the x-y-plane. A point light source is placed at (0, 0,−zl).
Then, the field amplitude in the plane z = 0 is

EP =
A

R
· ei(ωt−kR). (1.15)

where A is the initial amplitude and R is the distance of a point within the plane to
the light source. Each infinitesimal area dσ(x, y) in the plane is a source of a secondary
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spherical wave. At the point Q(x′, y′), the field strength contribution of this element of
area can be shown to be

dEQ = cosΘ/(iλ) · EP · dσ
r

e−ikr. (1.16)

This leads to a total field amplitude at Q of

EQ =

∫ ∫

cos Θ

iλ
· EP

eikr

r
dxdy. (1.17)

The area integral is done over all elements of area covering the aperture. The integral in
Eq. (1.17) is called the Fresnel-Kirchhoff diffraction integral. If Q is close to the aperture,
the diffraction pattern will closely resemble those of Fresnel-diffraction. If Q is far away
from the aperture, Fraunhofer-diffraction results. With Eq. (1.17), in principle, diffraction
can be calculated for arbitrary configurations. However, in most cases, these calculations
can only be done numerically. One example of the Fresnel-Kirchhoff diffraction is now
shown: diffraction at a straight edge, which will be useful for lunar occultation theory,
cf. Sect. 1.7. It shall be assumed that parallel light falls orthogonally onto a straight edge
which resides in the x-y-plane at x < 0, z = 0. The corresponding intensity distribution
is depicted in Fig. 1.3. Because of diffraction, the light intensity is larger than zero for

Figure 1.3: Diffraction pattern observed behind a straight edge for orthogonally incoming, parallel

light.

x < 0 and oscillates for x > 0 with x′ ≪ z0 if the observer is at Q(x′, z0). This situation
can be explained with the general diffraction integral which now is

E(Q) =
cos Θ

iλ
· EP

∫ ∞

0

eik
√

(x−x′)2+z2
0

√

(x− x′)2 + z2
0

dx, (1.18)

which can be approximated by a series expansion of the square root for x′ ≪ z0. The
lengthy calculation is not given here. However, it is interesting to note that the wavelength
of the incoming light λ, the distance from the edge to the observer z0 and the distance x′

are related by
xf =

√

λ · z0. (1.19)

Here, xf is the spacing of the fringes of the diffraction pattern observed in Q(x′, z0).

1.1.1 Spatial resolution limits of telescopes

As the distance of any star, save the Sun to the Earth, is very large, stars can be assumed
to be point sources for the discussion of the spatial resolution limit of telescopes1. The

1Of course, if the spatial resolution limit is comparable or even better than the apparent diameter of a

star, this is no longer justified, as e.g., in the case of spectro-astrometry.
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light of a distant point source can be described by a plane wave. Because of the diffraction
of the telescope lens/mirror, the image of such a source in the focal plane is not point-
like but obeys the intensity distribution of Eq. (1.8) for any one-dimensional, central cut
through the light pattern. Figure 1.4 illustrates the intensity distribution of two close-by
point sources in the focal plane. The diameter of the central diffraction maximum ddiff is

Figure 1.4: Intensity distribution of the light of two close-by point sources after passing a circular

aperture.

equal to two times the position of the first null of the Bessel function

ddiff = 2f1 · sinαB ≈ 2.44 · f1λ/D, (1.20)

where f1 is the focal length of the telescope. The Rayleigh criterion defines two point
sources to be resolvable if the central intensity maximum of one source is at least as far
away from the central maximum of the other source as the first minimum. As the first
minimum is at an angular separation of

δmin = 1.22 · λ/D, (1.21)

this is also the spatial resolution limit of the telescope according to the Rayleigh criterion.
For the VLT (8.2 m diameter), this translates into a diffraction-limited resolution of
69 milli-arcseconds (mas) for a wavelength of 2.3µm. However, fluctuations of the refrac-
tory index of the atmosphere of the Earth limit the actual spatial resolution for ground-
based observations to about one arc-second. This limiting effect on spatial resolution is
called seeing whereas the varying intensity due to the fluctuations is called scintillation.
The seeing varies on short time scales of seconds and is different on average for different
observing sites. On average, the higher the altitude of an observing site, the better is the
seeing. For point sources, the wavefront of the incoming light is plain before it reaches the
atmosphere. The atmospheric fluctuations deform the wavefront irregularly. As the shape
of the deformed wavefront changes on very short time scales, quickly varying images are
caused in the focal plane of the telescope. If an exposure is taken with integration times
much longer than the atmospheric coherence time, a seeing-broadened disk is observed.
The average seeing at the VLT-Paranal site is about 0.8′′. The time scale of atmospheric
fluctuations is about one milli-second (ms) but can strongly vary. The place on Earth
with the potentially best observing conditions which is accessible at reasonable effort is
Dome C in Antarctica with an average seeing of 0.27′′ and a coherence time of 7.9 ms,
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cf. Lawrence et al. (2004). Hence, exposures obtained at integration times of less than
this time scale do yield diffraction-limited resolution. This is indeed the idea of the novel
observing technique which is called Lucky imaging. It has recently been demonstrated to
yield excellent results, cf. Law et al. (2006).

1.2 Adaptive Optics

As the atmospheric seeing dramatically reduces the spatial resolution attainable with
modern large telescopes, various techniques have been devised to circumvent this problem.
One of these methods is adaptive optics. The advantage of this technique is that directly
reduces the width of the point spread function of the light and, thus, other techniques
profit from this increased resolution. Spectro-astrometry also directly profits from this.
The basic idea behind adaptive optics is that if the shape of the deformed wavefronts of
the incoming light were known one could try to correct them to restore the diffraction-
limited spatial resolution. Probably the first scientist who published this idea was Babcock
(1953). Because the technical requirements could not be met at that time, it took many
years before the first adaptive optics system actually worked. The first system working
at an ESO telescope was the Come-On at the 3.6 m telescope on La Silla, see ESO press
releases 06/89 and 05/90.
Part of the light beam coming from the telescope is directed onto the wavefront sensor.
This device detects the shape of the wavefront. One kind of wavefront sensor is the
Hartmann-Shack sensor, Shack and Platt (1971). It consists of multiple lenslets which
map the light beam onto several detector pixels. The wavefront deformation is calculated
by the spatial deviation of the light spots from reference points. Other types of wavefront
sensors determine the curvature of the wavefront: for each lenslet or equivalent sub-unit of
the light beam, the intra- and extra-focal intensity is determined. From the change of these
intensities over the sub-units, the wavefront curvature can be deduced. The detection and
correction of the actual shape of the wavefront has to be performed in realtime, i.e., in
time intervals shorter than the atmospheric coherence time scale. The next step then is
to correct the wavefront with the information from the sensor. The correction is often
performed using a deformable mirror. The computer calculates how this mirror needs to
be deformed in order to compensate for the atmospheric influence. Wavefront correction
can only work if a sufficiently bright light source is present in the field of view. The quality
of wavefront correction is best at the position of this reference light source and decreases
steeply with increasing distance to the reference source. Thus, it is optimal if the target
is bright enough to serve as wavefront sensing source. If the target is too weak, another
bright source which is close to the target may be used as a wavefront sensing source. The
closer this source is to the target, the better the wavefront correction at the position of
the target. When observing extended sources, the quality of correction changes over the
area of the source. In order to guarantee a wavefront correction even if no bright reference
star is present in the field of view, a Laser guide star can be used with some modern
adaptive optics systems. There are two kinds of Lasers used for this: a sodium Laser
is pointed to the desired sky area and excites sodium atoms in the mesosphere at about
an altitude of 80–90 km. The sodium atoms re-emit at the same 589.2 nm wavelength
and create an artificial star. Alternatively, other Lasers may be used to exploit Rayleigh
scattering in the lower atmosphere at heights of about 15–25 km. The scattered light is
then used as a reference source. However, because of the larger altitude, sodium Laser
guide stars allow for a better wavefront correction but are more expensive. The next
generation of adaptive optics, i.e., multi-conjugated adaptive optics, will increase the field
of view which has optimal correction. This will be achieved by using multiple systems of



8 Introduction

deformable mirrors, wavefront sensors and Laser guide stars. A typical number to quantify
the performance of an optical system is the Strehl number. It is the ratio of the measured
peak intensity in the focal plane to the theoretically expected peak intensity. Hence, a
Strehl number of one would indicate a perfect performance.
The VLT/CRIRES instrument has been used to obtain the data sets presented in this
thesis. The adaptive optics system MACAO2 performs the wave front correction before
the light beam enters the spectrograph, cf. Paufique et al. (2004) for details. MACAO
uses a deformable mirror with 60 actuators. An actuator is a mechanical device which
allows to change the shape of the mirror. Wavefront sensing is performed in the R-band,
independently from the wavelength range of observations. The sensor is of the wavefront
curvature type. No laser guide star is available for MACAO. The Strehl ratio states the
fraction of the total light which passes through the slit and depends on the atmospheric
seeing conditions. The Strehl ratio has been simulated by Paufique et al. (2004) for the
instrument in relation to the seeing conditions and the V-band magnitude of the wavefront
reference star, cf. Fig. 1.5. The graph shows that a seeing of better than 1.1′′ is required

Figure 1.5: Simulated Strehl ratio for the CRIRES instrument in the K-band. The graph shows

the Strehl ratio over the seeing width for different V-band source brightness. Figure from Paufique

et al. (2004).

for adaptive optics to improve spatial resolution. For the giant data set used in this work,
the targets are very bright. Hence, the performance is expected to be optimal if the
seeing is good. The average seeing over the whole data set is 0.87′′, cf. Chap. 3. Another
way to measure the performance of the adaptive optics is to consider the width of the
spatial profile of a point source in the longslit spectrum. The width directly yields the
effective width of the PSF after correction. The spatial profile widths are reported in the
data reduction chapter. The average profile width turns out to be 0.28 mas, which is far
better than the average seeing value. The latter is determined via the atmospheric seeing
monitor. Thus, adaptive optics significantly improved the spatial resolution.
Under very good atmospheric conditions, the adaptive optics system at the VLT almost
reaches the diffraction limit, compare, e.g., Laverny and Mékarnia (2004) who achieved
70 mas spatial resolution with VLT/NACO at 2.0µm. This resolution by far does not

2Multi-Applications Curvature Adaptive Optics
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suffice to directly detect surface structure on giant stars. However, the advantage of
adaptive optics is that it directly increases the spatial resolution attainable with spectro-
astrometry, cf. Sect. 2.4.
Under optimal conditions, the use of adaptive optics at a large telescope allows to resolve
the largest supergiants in the ultra-violet. Because of the wavelength dependence of the
diffraction limit, cf. Eq. (1.21), the spatial resolution limit of a VLT at 350 nm is about
10 mas. As the apparent size of supergiants can be larger in the UV compared to the IR,
at least a partial resolution would be possible. For instance, Betelgeuse has been found
to have an UV-diameter of about 100 mas and could be resolved with the Hubble Space
Telescope (Gilliland and Dupree, 1996) which has a primary mirror with a diameter of only
2.4 m. The advantage of a space-based telescope of course is that the diffraction-limited
resolution is always guaranteed and that wavelengths shorter than 300 nm are accessible3.
However, direct imaging of the largest supergiants with next generation telescopes and
adaptive optics should be possible.

1.3 The CRIRES instrument

CRIRES is the cryogenic high-resolution IR echelle spectrograph. It has been used to
obtain the data presented in this thesis. Detailed information about this instrument can
be found in the ESO CRIRES user manual, Siebenmorgen and Smette (2008). Here, a
short summary is given. CRIRES is a longslit (31′′) spectrograph which operates in the
near-infrared and covers a large wavelength range of 0.95µm − 5.4µm. The sampling of
the spatial direction is 86 mas per detector pixel. A spectral resolution of R = 100, 000
can be achieved using a slit width of 0.2′′. The instrument is located at the Nasmyth A
focus of VLT/UT1. It can be operated in combination with the MACAO adaptive optics
system. The optical setup is illustrated in Fig. 1.6. The instrument setup consists of a
warm part which operates at ambient temperatures and of a cold part which is cooled
down to 65 K. The latter is marked in the figure by a light grey shading. The light coming
from the telescope first enters a calibration unit which is not shown in the figure. In this
unit, a Halogen lamp may be placed for creating flatfield images, or gas-cells can be placed
within the light beam for precise wavelength calibration and precise determination of the
instrumental profile. The derotator enables the observer to determine the orientation
of the field of view in relation to the spectrograph. This is particularly important for
spectro-astrometry. Before the light enters the cool part of CRIRES, it passes the adaptive
optics system, i.e., the 60-actuator deformable mirror and the wavefront sensor. The
sensor is equipped with an array of 60 lenslets. The light is imaged through 60 fibre
optics from the lenslets onto 60 avalanche photo-diodes (APD). This is guaranteed by
optionally inserting neutral density filters into the light beam. The APD saturation-limit
also restricts the maximum brightness of any target in case adaptive optics is to be used in
combination with CRIRES. In order to avoid thermal influences, the spectrograph itself is
placed in an evacuated box and is cooled down to 70 K. The detectors are kept at 25 K with
temperature stabilisation at a level of 0.1K. After entering the cryogenic part, the light is
pre-dispersed by a prism in order to increase the separation of different diffraction orders.
An intermediate slit is placed in the light path after the prism to select a single order
which then enters into the high-resolution spectrograph. An echelle grating measuring 40
times 20 cm with 31.6 lines/mm and a blaze angle of 63.5◦ performs the light dispersion.
The light is finally focused onto the four-CMOS-detector array. The focal plane is covered

3The Earth’s atmosphere absorbs any light with λ < 290 nm.
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Figure 1.6: Setup of the CRIRES instrument, see text for details. Figure from Siebenmorgen and

Smette (2008).

by four 512 x 1024 pixel InSb Aladdin III detectors4. There is a spacing between two
adjacent detectors which is equivalent to approximately 280 pixels. A summary of the
performance of the MACAO system was already shown in Fig. 1.5. The quality of the
wavefront correction depends on the brightness of the AO-reference star, its distance to
the target and on the seeing. The distance should not exceed 10′′ in order to achieve a
significant improvement in spatial resolution. The optimal brightness of the reference star
is R = 11 mag as this defines the saturation limit of the APDs. For brighter stars, neutral
density filters have to be used to dim the light. Under average seeing conditions, stars as
faint as R = 14 mag can be used as reference. Under very good seeing conditions, stars as
faint as R = 16 mag will result in at least a mild improvement.

1.4 Stars

Detecting surface structure on giant stars is the scientific application of spectro-astrometry
in this thesis. Various phenomena which take place in giant stars are related to the interior
energy generation by nuclear fusion, as e.g., giant convection cells which are thought to
be responsible for surface structure or the ejection of carbon-rich material which can
form circum-stellar dust shells. Therefore, a very brief summary of the interior structure
and evolution of stars is given here. A much deeper investigation on these topics can
be found in various textbooks, e.g., in Böhm-Vitense (1992). The inner structure of a

4Actually, the detectors have 1024 x 1024 pixels but only half of the area is used
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star is determined almost only by the hydrostatic equilibrium. The gravitational force is
balanced by the gas pressure alone for most stars. Only in very massive and luminous
stars, the radiation pressure contributes significantly. Even fast rotation does not impact
strongly on the overall structure of a star. However, magnetic fields need to be considered
if they are strong. This is the case for magnetic peculiar stars or white dwarfs and neutron
stars. Only deviations from a pure dipole field result in a net magnetic force. Hydrostatic
equilibrium can be expressed as

dP/dh = −ρg, (1.22)

where h is the height within the star, ρ is the density and g the gravitational acceleration.
Hydrostatic equilibrium is fulfilled to a very high degree in stars which do not pulsate.
A deviation from the hydrostatic equilibrium leads to an expansion or contraction of the
star.
Thermal equilibrium also has to be satisfied in a star. This means that the energy loss
caused by radiation has to be compensated by some inner energy source. For stars, this
source is thermo-nuclear fusion. The type of nuclear fusion reaction that dominates the
energy generation depends on the temperature. The lowest temperature is required by
the proton-proton chain:

1H +1 H → 2D + e+ + ν 1010 yr
2D +1 H → 3He + γ 6 s

3He +3 He → 4He +1 H +1 H 106 yr

The reaction times are given for solar interior conditions of T = 1.4 ·107 K, ρ = 100 g cm−3

and a solar metallicity. There are two possible, additional PP-chain endings, involving
Beryllium, Boron and Lithium as catalysts. These chains replace the third step of the first
PP-chain under the presumption that there is already 4He or 7Be available. At higher
temperatures, the CNO-cycle starts to work:

12C +1 H → 13N + γ 106 yr
13N → 13C + e+ + ν 14 min

13C +1 H → 14N + γ 106 yr
14N +1 H → 15O + γ 3 · 108 yr

15O → 15N + e+ + ν 82 s
15N +1 H → 12C +4 He 104 yr

As for the PP-chain, other reaction cycle endings are possible. In total, one 4He is formed
from four 1H while the total number of C, N and O nuclei stays constant. The importance
of the alternative cycle endings is a change in the isotope ratio of the catalyst. At even
higher temperatures of about 108 K, the triple-alpha reaction is allowed:

4He +4 He ⇔ 8Be − 95 keV
8Be +4 He → 12C + 2γ + 7.4 MeV

In total, one 12C is formed from three 4He. At very high temperatures, more massive ele-
ments can be created by nuclear fusion up to 56Fe. Any element more massive than iron
has to be created via supernova explosions. For very low mass stars, mainly the PP-chain
occurs whereas in stars that have the mass of the Sun, the PP-chain and the CNO-cycle
contribute to energy generation. In stars of spectral type A0 and hotter, the CNO-cycle
dominates. The triple alpha reactions are not important for main sequence stars. Because
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of the different reaction time scales of the different reaction steps, the relative abundances
of the elements involved in the CNO-cycle change. An increase in the nitrogen abundance
and a decrease in the carbon abundance is expected. This comes along with an increase
in the 13C/12C ratio. Thus, if these unusual abundances are observed, the operation of
CNO-cycle is proven.
In the outer regions of a solar-like stellar interior, energy transport is mainly done by con-
vection whereas further inside, radiation is the most effective mechanism. Heat conduction
is ineffective in stellar interiors but plays the dominant role in stellar coronae because of
the low gas density and high temperature. Depending on the mass of a star, the relative
extents of the convection and radiation zones differ significantly.
The evolution of stars is also quite different depending on their initial mass and chemical
composition. Because of the temperature structure of a star, hydrogen fusion mainly takes
place in the centre and Helium is enriched there. As consequence, the core shrinks and has
to heat up. The hydrogen fusion via the CNO-cycle then takes place in the shell surround-
ing the core, if the temperature has sufficiently increased. At some point, the temperature
and pressure become too high for the hydrogen around the Helium core to stay stable.
The star starts to expand to reestablish hydrostatic equilibrium. While expanding, the
effective temperature of the star decreases and the convection zone increases its relative
extension. At about 5000 K, the convection zone reaches layers with nuclear processed
material and brings this material to the surface layers. At this point, the luminosity of
the star increases and the star moves upwards in the Hertzsprung-Russell diagram. In this
phase the star is called an asymptotic giant branch (AGB) star. When the temperature
is high enough to induce the triple alpha reactions, carbon is produced in the stellar cen-
tre. In the regions around the core, helium is produced simultaneously. During the triple
alpha phase, thermal irregularities result in the ejection of stellar material from the very
extended stellar atmosphere. If convection enriches the outer stellar layers with carbon
which can then be observed in the stellar spectrum, the object is called a carbon star.
Multiple material ejections may lead to a dust shell that surrounds the star. Depending
on the amount of ejected material, a strong veiling of the star in the optical and near-
infrared may take place, in particular in the very late stages of stellar evolution. For low
and intermediate mass stars, the temperature in the core does not suffice for further nu-
clear fusion processes after all helium has been burned to carbon. These stars finally expel
most of the remaining outer layers leaving an expanding shell5 with a white dwarf in the
centre. Stars which are more massive than about eight solar masses reach temperatures
high enough to produce heavier elements up to iron which build up an onion-like shell
system. High mass stars will finally collapse to form a neutron star or black hole.

1.5 Molecular physics

The observations used in this thesis were performed in the range of the first overtone
transitions of carbon monoxide at 2.3µm. To give some background on how these molecule-
transitions can be described, this section presents a short introduction to the physics and
nomenclature of ro-vibrational transitions of diatomic molecules The following section
partly follows Demtröder (2000).
Because of the non-zero total energy of a molecule, the two atomic nuclei rotate around
their centre of mass and/or vibrate. A diatomic molecule with the quantum numbers

5which may turn into a planetary nebula
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k = (n,L,Λ) can be described by the Schrödinger equation

(−h̄2

2M
∇2 + Epot(R, k)

)

χ(R) = E · χ(R). (1.23)

Here, R is the distance between the nuclei and χ is the wave function. The above equation
is valid for the centre of mass system using the reduced mass. The wave function can be
separated in spherical coordinates

χ(R, θ, φ) = S(R) · Y (θ, φ). (1.24)

If the separation ansatz is plugged into Eq. (1.23), one obtains the following equation for
the radial function S(R)

1

R2

d

dR

(

R2 dS

dR

)

+
2M

h̄2

[

E − Epot(R) − J(J + 1)h̄2
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]

S = 0 (1.25)
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+
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∂φ2
+ J(J + 1)Y = 0 (1.26)

for the angular function Y (θ, φ).
The rotational energy of the molecule is

Erot =
1

2
I · ω2 =

J2

2I
. (1.27)

Here, ω is the angular velocity, I is the moment of inertia

I = M1R
2
1 +M2R

2
2 = MR2, with M =

M1 ·M2

M1 +M2
, (1.28)

and J is the angular momentum. M is the reduced mass of the two nuclei. Quantum
mechanics dictate that the square of the angular momentum can only take values of
J2 = J(J + 1)h̄2 which are characterised by the quantum number J = 0, 1, 2, . . .. The
equilibrium distance shall be denoted as Re, yielding

Erot =
J(J + 1)h̄2

2MRe
. (1.29)

for the rotational energy. Absorption of electro-magnetic waves by the molecule take place
at frequencies of

νrot(J) = (E(J + 1) − E(J))/h̄ (1.30)

for a transition between the levels J → (J + 1). It can be shown that only molecules
with a permanent dipole moment are able to absorb at purely rotational transitions.
Those transitions have wavelengths in the microwave region. The above energy levels are
only valid for a rigid rotator. In reality, the centrifugal force increases the moment of
inertia, and reduces the rotational energy for constant angular momentum. This influence
can be accounted for by a correction to the energy levels: for distances close to the
equilibrium distance, the potential of the centrifugal force can be approximated by a
parabola. Thus, a linear restoring force results which can be characterised by the constant
k. It is straightforward to show that the corrected rotational energy levels are

Erot =
J(J + 1)h̄2

2MRe
− J2(J + 1)2h̄4

2M2kR6
e

+
3J3(J + 1)3h̄6

2M3k2R10
e

± . . . . (1.31)
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Assuming a non-rotating molecule, the rotational quantum number is J = 0. The radial
wave function S(R) only depends on the form of the potential energy. A parabolic potential
would lead to the energy values of the harmonic oscillator E(ν) = (ν + 1/2)h̄ω. However,
the parabolic potential is only a good approximation for R ≈ Re. A better approach is
the Morse potential

Epot(R) = ED ·
(

1 − e−a(R−Re)
)2
, (1.32)

where ED is the dissociation energy of the molecule. In contrast to the parabolic potential,
the Morse potential does converge to ED for R → ∞, but does not describe the true
potential well for R ≪ Re as the latter diverges for R → 0 and the Morse potential does
not. The corresponding energy levels for the Morse potential are

Evib(ν) = h̄ω(ν + 1/2) − h̄2ω2

4ED
· (ν + 1/2)2. (1.33)

A general Taylor-series approximation to the potential energy can even yield better results,
e.g., the Lennard-Jones-potential Epot(R) = a/R12 − b/R6. However, the Morse potential
has the advantage that the Schrödinger equation may be solved analytically whereas nu-
merical methods are necessary for more complex potentials. The vibrational frequencies
are typically one to two orders of magnitude larger than those of rotation. Therefore,
vibrational transitions are found in the infrared.
Now, the interaction of rotation and vibration shall be considered. As the frequency of
vibration is much higher than the one of rotation, R changes during one rotation pe-
riod. This induces variations of the moment of inertia. Because the angular momentum
of the molecule stays constant, the rotation frequency changes, too. The total energy
E = Erot + Evib + Epot also is conserved which explains why there is a continuous en-
ergy redistribution between rotation, vibration and potential energy. The mean rotational
energy can be written as the quantum-mechanical expectation value of 1/R2

< Erot >=
J(J + 1)h̄2

2M

∫

ψ∗
vib

1

R
ψvib dR, (1.34)

with ψvib being the vibration wave function, i.e., S(R).
A molecule may absorb or emit light when passing from one level to another. The prob-
ability for such a transition is proportional to the square of the dipole matrix element.
Thus, the relative intensities of the spectral lines can be obtained if the corresponding ma-
trix elements are calculable. It can be shown that the matrix element for hetero-nuclear
diatomic molecules can be expressed by

Mik = e ·
∫

Sυi
(R) · Sυk

(R) ·R3 dR ·
∫

YMi

Ji
YMk

Jk
· p · sin θ dθ dφ. (1.35)

Here, e is the electron charge, S and Y are the vibration- and rotation- wave functions,
respectively, J and M the rotational angular momentum and its projection to a given
direction; p is the unity vector in the direction of the dipole moment. For the first
integral, the selection rule ∆υ = υi − υk = ±1 is valid for the harmonic oscillator. In the
case of asymmetric potentials as, e.g., the Morse potential, transitions of ∆υ = 2, 3, 4, . . .
are also allowed, but at much lower probabilities and intensities. The second integral is
always zero, except for ∆J = ±1. It is common practice to denote the upper level by
(υ′, J ′) and the lower level by (υ′′, J ′′). The transitions

∆J = J ′ − J ′′ = +1 are called R lines, (1.36)

∆J = J ′ − J ′′ = −1 are called P lines. (1.37)
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In addition, electron transitions are possible with ∆J = 0 if the projection of the electron
orbital angular momentum changes by ±1. The corresponding spectral lines are called Q
lines. Figure 1.7 depicts the wavenumbers and J-values for the P-, Q- and R- lines. Such

Figure 1.7: Exemplary Fortrat diagram showing the P-, Q- and R- branch lines. In this specific

case, the P-branch lines form a bandhead at a wavenumber of ν̄k.

a plot is called a Fortrat-diagram. Obviously, they form branches; for some molecules,
among those carbon monoxide, one of the branches reverses the sign of the slope at some
point. In the spectrum, one sees a band head at the corresponding wavenumber, i.e., an
accumulation of lines with no lines to higher (lower) wavenumbers and lines at increasing
spacing at lower (higher) wavenumbers. The band heads of carbon monoxide were chosen
as the wavelength region of choice for the observations in this thesis. At about 2.3µm are
the ∆ν = 2 R-branch lines of 12C16O and 13C16O.

1.6 The PHOENIX atmospheric code

The modelling of spectro-astrometric signatures in order to deduce the most likely source
configuration requires the availability of precise synthetic spectra for the target, cf. Sect. 2.7.
This work uses the PHOENIX code:
PHOENIX is a general-purpose stellar atmosphere code which allows to study the structure
of stellar atmospheres and to calculate model spectra for comparison with observations.
Details on the code are given, e.g., in Hauschildt and Baron (1999). Stellar atmospheres
can be fully described by energy conservation and the hydrostatic equation. For the
calculation of the spectra used in this thesis, both equations are time-independent but
interdependent. Hence, the atmosphere is static and is furthermore assumed to be spher-
ically symmetric. Stellar rotation and outflows, i.e., stellar winds, are neglected. The
latter could be critical for giants and supergiants which are studied in this work. How-
ever, present data suggests that the targets considered here do not feature strong winds,
see Chap. 3. In order to obtain a synthetic spectrum, first, a self-consistent atmosphere
model has to be found. With this model, the determination of the spectrum is then pos-
sible.
The radiative transfer equation can be formulated in spherical polar coordinates as

µ

χν

∂Iν
∂r

+
1 − µ2

χνr

∂

∂µ
Iν = Sν − Iν . (1.38)

Here, Iν(r, ν, µ) is the monochromatic specific intensity, ν is the frequency and µ = cos Θ
is the angle of a beam of light. Sν = jν/χν is the source function which is the ratio of
the monochromatic emissivity and the monochromatic extinction coefficient. Although a
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formal solution to the radiative transfer equation (1.38) can be found, this solution can
only be calculated iteratively as the source function Sν and the intensity Iν depend on
each other. As can be seen from Eq. (1.38), the extinction coefficient, which is also called
opacity, is important for the calculation of the atmospheric model and the spectrum. The
stellar atmosphere may be described by the effective temperature Teff , the acceleration due
to surface gravity g6, the luminosity L and the abundances. The surface gravity appears
in the hydrostatic equation

dP

dτν
=

dPgas

dτν
+

dPrad

dτν
+

dPmic

dτν
=

g

χν
, (1.39)

where P is the pressure which consists of contributions by the gas pressure Pgas, the
radiative pressure Prad and the pressure caused by micro-turbulence Pmic. The optical
depth is denoted by τ and gravitation leads to g = GM/R2, with G being the constant of
gravitation, M being the stellar mass and R being the radius of the star. Conservation of
energy can be written as

Frad + Fconv = C = σT 4
eff , (1.40)

with Frad and Fconv being the radiative and convective flux, respectively. The former is
defined as

Frad =

∫ ∞

0
Fν dν, (1.41)

where the flux Fν is given by

Fν =

∫

Iν cos Θ dΩ, (1.42)

with dΩ being the solid angle. σ is the Stefan-Boltzmann constant and Teff is an effective
temperature, i.e., only a characteristic temperature which does not necessarily happen to
exist within the atmosphere. Energy transport within an atmosphere happens mostly via
radiation and/or convection. Convection is modelled in PHOENIX with the mixing-length
theory: convection cells ascend and descend in the atmosphere depending on whether they
have higher or lower temperature than the surrounding gas. After a certain distance, the
mixing-length, the convection cells dissolve and the energy difference to the surroundings
vanishes. This leads to a net energy transport. The models used in this work make the
assumption of local thermal equilibrium (LTE). As a consequence, quantities that are de-
termined by occupation numbers, i.e., opacity and total pressure, only depend on the gas
temperature and the electron density.
The calculation of an atmosphere model works as follows: First, a temperature and density
structure is supplied as initial guesses. Using the hydrostatic equation, a new atmospheric
structure is determined. With this structure, new opacities can be calculated and with
these, the radiative transfer equation can be solved and the corresponding spectrum is
determined. With this solution, the conservation of energy can be verified. If the con-
servation is satisfied at the desired accuracy, the final model is found. Otherwise, a
temperature correction is applied and the whole procedure is repeated.

1.7 Lunar occultations

As the Moon orbits the Earth, it passes over various celestial objects causing so-called
lunar occultations. This method on the one hand allows to study several astrophysical
phenomena on milli- and microarcsecond scales, and on the other hand is the foundation

6which is often given in terms of log(g)
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of the CHARM2-catalogue (Richichi et al., 2005) which was used in this work to compile
the target-list. For these reasons, the method is described in the following.
If the Moon occults a star, the star light will vanish almost immediately. However, as the
diameter of the star is non-zero, the light curve will decrease to zero in a non-zero but very
small time interval. Typically, the time scale of the disappearing of a star is of the order of
10 ms. The exact value of the duration depends on the stellar diameter, and the point on
the disk of the Moon where the occultation takes place. If the star is about to vanish behind
the Moon for an observer on Earth, the star light will be diffracted by the surface of the
Moon and a diffraction pattern will be visible at the site of the observer. The configuration
is identical to the case of diffraction at a straight edge, cf. Sect. 1.1 and Fig. 1.3. If the
relation (1.19) is applied to this case with, e.g., λ = 600 nm and z0 = 384, 000 km, a fringe
spacing of about 15 m results. For polychromatic light, the fringes are blurred to some
degree as the fringes corresponding to light of different wavelengths have different spacings.
A structured source leads to a modified fringe pattern. To extract information about a
source, various models are compared to the observed fringe pattern. The best-fitting model
yields the desired parameters, e.g., the apparent diameter of a star. The detection of the
fringe pattern is done with a single telescope. To achieve this, the movement of the Moon
on the sky is exploited. It takes some tens of milli-seconds for the fringe pattern to cross
the telescope. Hence, instrumentation is needed which allows for integration times of the
order of just a few milli-seconds. Much progress has been made in the past decades on
this observing technique as well as on the instrumentation. Today, even the VLT/ISAAC
instrument has been tested to be suitable for lunar occultation observations. Thus, it is
possible to reach targets as faint as K = 12.5 mag, cf. Richichi et al. (2007). High S/N
can easily be achieved even for medium-bright targets (K = 7 − 10 mag) with the 8.4m
telescope. Lunar occultation was the first observing technique to reach spatial resolutions
of 1–2 mas, see, e.g., Richichi (1989). Diverse occultation programs were carried out over
many years and yielded apparent diameters for many stars. If the absolute luminosity
of a star is known, occultation observations can yield an independent estimate of the
effective temperature of a star. The apparent diameter measurements were compiled
into catalogues. These are today the largest database for stellar apparent diameters,
the CHARM2 and CADARS catalogues, Richichi et al. (2005); Pasinetti Fracassini et al.
(2001), respectively. However, these catalogues also contain diameter estimates of other
observing methods like interferometry or indirect methods. They were used in this thesis
to obtain a list of possible targets during the planning of the observations.

1.8 Interferometry

As interferometry is an observing technique which has been proven to routinely achieve
spatial resolutions of milli-arcseconds, and thus, has similar or identical applications as
spectro-astrometry, it is presented here briefly.
The wave property of light allows for interference as it can, e.g., be observed with the
double-slit experiment. A comprehensive review on interferometry is Monnier (2003).
Parts of the following section were guided by this review and references therein. Instead
of two slits, two telescopes can be used to collect light at different spatial coordinates.
Both light beams are then brought to interference in order to detect the fringe pattern.
The separation of the telescopes is called baseline (b) and is the equivalent to the slit
separation. The fringe spacing can easily be determined to be ∆Θ = λ/b rad, which yields
a fringe spatial frequency of u = b/λ rad−1. Figure 1.8 shows the interference patterns
which result from a single point source and from a binary point source in one dimension,
respectively. The distance of the two point sources has been chosen to be exactly one half
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Figure 1.8: The interference patterns are shown which are caused by a single point source (left)

and a binary point source (right). In the latter case, the separation of the binary is half the fringe

spacing causing the fringes to disappear completely.

the fringe spacing. Thus, the fringes disappear completely, leaving the intensity constant
at 1/2. For the two-slit case, the visibility can be expressed more generally by

V =
Imax − Imin

Imax + Imin
, (1.43)

which is equivalent to the ratio of the fringe amplitude and the average intensity. The
two examples shown in Fig. 1.8, therefore, have visibilities of one and zero, respectively.
Similar to the Rayleigh criterion, cf. Sect. 1.1.1, a spatial resolution can be defined for
interferometry: if the visibility of a binary is zero for the longest baseline, this binary is
defined to be resolved. In mathematical terms, this corresponds to ∆Θ = λ/2b rad. It can
be proven that the contrast of the fringes is directly related to a Fourier component of the
incoming brightness distribution. The visibility is proportional to the Fourier component
corresponding to the fringe spatial frequency and the phase of the fringe pattern is equal to
the Fourier phase. This is described by the Van Cittert-Zernike theorem which is discussed
and proven in, e.g., Thompson et al. (2001). A target shall be observed to emit light of
frequency ν at an intensity of Iν(Θ, φ) and the extent of the source on the sky is very
small. The covered coordinates [Θ0,Θ0 + δΘ] and [φ0, φ + δφ] can be approximated by
Cartesian coordinates xΩ, yΩ. Then, a complex visibility Vν(u, v) can be defined to be the
Fourier transform of the brightness distribution Iν(rΩ) as

|Vν

(

D

λ

)

| · e−iφVν =

∫

δΩ dxΩ dyΩIν(rΩ) e−2πi((D/λ)·rΩ)

∫

δΩ dxΩ dyΩIν(rΩ)
. (1.44)

Here, rΩ = (xΩ, yΩ) and the complex visibility is normalised such that V(D/λ = 0) = 1.
The baseline vector projected onto the sky plane in units of the wavelength is defined
to be the (u, v)-plane, i.e., D/λ = (u, v). Theoretically, the brightness distribution (i.e.
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the image) can be reconstructed by the inverse Fourier transform if all Fourier compo-
nents and phases were known. One obstacle in achieving this is atmospheric turbulence.
These turbulences are responsible for a reduction of the spatial resolution attainable by
a telescope. More important for interferometry is the fact that as the turbulences vary
with time and location, their effect on the incoming light is different for two telescopes
constituting an interferometer. A phase shift, ∆φ, between the wavefronts registered at
the two telescopes is the result. This translates into a shift of the fringe pattern. The
shift, in turn, violates the requirements for the Van Cittert-Zernike theorem, and, hence,
image reconstruction cannot be performed. One possibility to deal with this problem is
to use the concept of closure phases: if three telescopes are used, three different phases
are measured. These phases each consist of the target-intrinsic phase and the atmospheric
phase shift:

Φobs(1 − 2) = Φint(1 − 2) + (φ(2) − φ(1)) (1.45)

Φobs(2 − 3) = Φint(2 − 3) + (φ(3) − φ(2)) (1.46)

Φobs(3 − 1) = Φint(3 − 1) + (φ(1) − φ(3)) (1.47)

The closure phase now is defined to be Φclo(1, 2, 3) = Φint(1−2)+Φint(2−3)+Φint(3−1)
and is independent from the atmospheric phase shifts as they cancel out during summa-
tion. Although a quantity is found which is independent from atmospheric influence, the
closure phase cannot deliver as much information on the fringe phase as is needed for a
complete reconstruction. The number of independent closure phases is always less than
the number of Fourier phases. However, with increasing number of telescopes used, the
number of closure phases converges to the number of Fourier phases: for three telescopes,
the level of completeness is only 33 %, but for 21 telescopes it is already 90 %. Vari-
ous image reconstruction algorithms allow to calculate the brightness distribution which
causes the measured Fourier amplitudes and phases. Often, there is no unique solution to
the image reconstruction problem because of the possible incompleteness of the measure-
ments. Independently from the reconstruction process, observed visibility curves can be
compared to model predictions in order to constrain the real target configuration. This
procedure, e.g., allows to determine the diameter of a star with interferometry well below
the diffraction limit of the individual telescopes which constitute the interferometer. The
better the coverage of the (u, v)-plane, the more reliable is the image reconstruction pro-
cedure. Depending on the expected complexity of the source, more or less (u, v)-coverage
is needed. Increasing the number of telescopes, of course, increases the number of (u, v)-
points. However, obtaining exposures over several hours also leads to a better coverage
as the Earth rotates. Moving the telescopes of the interferometer between exposures is
another way to increase the coverage.
Interferometry has become available for wavelengths from the radio region up to the op-
tical. The technical requirements increase with decreasing wavelength of the light as the
interfering light beams need to be joined at an accuracy of better than a fraction of the
wavelength. Thus, the beam combiner is a very critical part of the instrument. It also
needs to compensate for the rotation of the Earth which results in slightly different posi-
tions of a target for any two (or more) telescopes. Most interferometers which operate in
the optical or infrared use small telescopes because of the seeing limitations. No advan-
tage results from using larger telescopes. For example, the NPOI and IOTA operate in
the optical and near-infrared, respectively, and consist of telescopes of 14 cm and 45 cm,
respectively. The maximum number of telescopes which have successfully been combined
is six for such wavelengths. In the last ten years, interferometers have successfully been in-
stalled and then operated at large telescopes like KECK and VLT, exploiting the benefits
of adaptive optics. Modern instruments also allow for a spectral dispersion of the fringes,
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e.g., with the AMBER instrument at the VLT. Interferometry is also possible using a
single telescope with aperture masking: a mask with two or more apertures is placed in
front of the telescope aperture. Interference then takes place between the light beams of
the different apertures of the mask.
Various giant and supergiant stars have been observed with interferometry in the past
years. Image reconstruction has not been very reliable because of the small number of
telescopes that constitute the optical and infrared interferometers. Nevertheless, asym-
metries have been detected for some targets by either fitting visibility curves and/or by
aperture synthesis imaging. Examples are Betelgeuse and Arcturus, see Young et al.
(2000); Lacour et al. (2008).



Chapter 2

Spectro-astrometry

Despite the enormous progress that has been made in building larger telescopes and intro-
ducing new techniques such as adaptive optics, there are many astronomical phenomena on
spatial scales well below the diffraction limit of modern telescopes. Using interferometry
is one way to obtain information on sub-diffraction-limited scales, cf. Chap. 1. A dif-
ferent approach is described in detail in this chapter: the method of spectro-astrometry.
This thesis presents a systematic analysis of the method and its potential to achieve
sub-diffraction-limited spatial resolution. The chapter begins with the basic concept of
spectro-astrometry in Sect. 2.1. Then, ways to simulate spectro-astrometric signatures
for arbitrary object configurations are presented as well as how to remove instrumental
artefacts. The influences of bad pixels, image distortions and tilted longslit spectra are
discussed in Chap. 3. The mapping of light from the slit plane of the spectrograph to
the detector is important for the understanding of spectro-astrometry signatures and is
described in Sect. 2.2. The position spectrum and the width spectrum as the two funda-
mental spectro-astrometry quantities are introduced in Sect. 2.3 and their properties are
analysed. Different methods to extract the spectro-astrometric quantities from the longslit
spectrum as well as the associated formal errors are discussed in Sect. 2.4. An algorithm
for the simulation of the position and width spectra for arbitrary PSF- and object con-
figurations is mandatory for further analysis of the data. This procedure is described in
Sect. 2.5. The role of instrumental artefacts and ways to removal those from the data is
explored in Sect. 2.6. The procedure of deducing the source configuration from measured
spectro-astrometric quantities follows in Sect. 2.7 and in Sect. 2.8, computational issues
of the code are discussed. Simulations on stellar disks containing spots in various config-
urations were performed and the results hereof are given in Sect. 2.9. The final section of
this chapter, Sect. 2.10, summarises important publications of other authors on the topic
of spectro-astrometry.

2.1 Basics

Structured astronomical sources consist of regions with different spectral energy distribu-
tions (SEDs). If the apparent dimensions of such a source are below the diffraction limit
of the telescope, imaging only shows a featureless disk with the size of the disk being de-
termined by diffraction and atmospheric seeing. However, the location of the photocentre
of the object varies between images taken in different band passes if different regions of
the source contribute differently at individual wavelengths. In principle, the position of
the photocentre can be determined to sub-diffraction-limited accuracy, depending only on
the signal-to-noise ratio (S/N) and on the width of the PSF. The latter originates from
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the seeing and the performance of adaptive optics. The idea to measure the wavelength-
dependancy of the photocentre was introduced by Beckers (1982). The method has, in
principle, great potential but is difficult to implement: the centroid measurements have to
be performed simultaneously in different wavebands and through the same optical path in
order to guarantee precise results. Thus, special instrumentation needs to be constructed.
Depending on the energy distribution of the target, special waveband filters need to be
used which is impracticable. Because of these problems, no significant scientific results
were obtained at that time. The crucial idea to use a longslit spectrograph equipped with
a CCD-detector, instead, was first conceived by Bailey (1998). He also coined the term
“spectro-astrometry”. Taking a longslit spectrum, the centroid position of the source can
be determined independently for each wavelength bin. The centroid position changes over
any spectral feature in the difference SED of the source. For a two-component source the
difference SED simply is the difference of the two components’ SEDs. For the difference
SED of more complex sources see Sect. 2.5. Because of the usage of a CCD-detector the
centroid can be determined reliably to subpixel accuracy. Usually, this corresponds to spa-
tial scales well below the diffraction limit of the telescope. Such resolution can be achieved
because spectro-astrometry is a wavelength-differential method, i.e., only relative centroid
variations between adjoining wavelength bins are considered. Since each spectral feature
leads to a centroid variation, cross-correlation with the difference SED strongly improves
the detectability of weak spectro-astrometric signatures.

2.2 Object mapping

A longslit spectrograph is a 1D-imager which maps the brightness distribution in the slit
plane onto the detector plane. The mapping can be described by the (plane) grating
equation

mλ = a · (sinα± sinβ).

Here, a is the grating constant, m the order of interference, λ the wavelength, α the angle
of the incident light with respect to the normal onto the grating and β the angle of the
diffracted light with respect to the normal. The sign in the grating equation depends on
whether incoming and diffracted light lie on the same side of the normal to the grating.
The direction along the slit is the spatial axis, here denoted with x. The direction orthog-
onal to the slit is the dispersion axis, here y. Any point in the slit plane with identical
x = x0 is mapped onto the same spatial coordinate in the detector plane x

′

= x
′

0. Thus,
the mapping x ↔ x

′

is bijective. However, the mapping λ ↔ λ
′

is not bijective, with λ
being the wavelength of the incident light and λ

′

the wavelength bin on the detector. This
can easily be seen: a light source in the centre of the slit is mapped onto the detector plane

as (x0, λ0, y0) →
(

x
′

0, λ
′

0

)

. An off-centre light source (oc) leads to a slightly different angle

of incidence onto the grating (αoc = αcentre +dα). According to the grating equation, this
results in a deviation in β, i.e. βoc = βcentre+dβ. This translates into a shift in wavelength
dλ. The latter is proportional to the distance of the light source from the centre of the
slit (dy)

dλ = K · dy. (2.1)

Here, dλ is measured in Ångström (Å) and dy in arcseconds. The constant of proportion-
ality K can be derived if the characteristics of the spectrograph are known.
Thus, a monochromatic light source with non-zero extent in the slit plane will be mapped
onto an area on the detector corresponding to a non-zero wavelength span ∆λ. The larger
the extent of the source and/or the larger the slit width the lower the spectral resolution



2.3 Properties of spectro-astrometry 23

of the longslit spectrum will be. The object mapping is the basis for calculating and
understanding spectro-astrometric signatures and artefacts which will be discussed in the
next sections.

2.3 Properties of spectro-astrometry

In this section I will analyse the different spectro-astrometric signatures with the example
of a binary source. The signatures of interest are the centroid position over wavelength and
the width of the spatial profile on the detector over wavelength, henceforth denoted by C(λ)
and W(λ), respectively. Since a longslit spectrograph only probes a one-dimensional cut
through the light source along the slit various slit orientations need to be applied to study
the source. The binary is assumed to be placed along the slit axis. The two components

Figure 2.1: On the left the spectrograph slit is shown. The two “x” indicate the position of the

binary components and the circles around them the actually used (circular) PSF. The right panel

presents the results of the simulations: the upper curve is the SED of the system, the lower curve

is C(λ) and the middle one is W(λ). The latter is offset by 130 mas. The signatures are only

due to the spatial separation of the components, no velocity field has been used. The SED of one

component consists of the left spectral line, the SED of the other component has the two lines at

larger wavelengths.

are assumed to have different SEDs but identical continuum brightness. The configuration,
the SEDs as well as the centroid and width spectra are shown in Fig. 2.1. The centroid is
exactly in the middle of the binary in the continuum, because of the equal brightness, and
moves towards the brighter component in the absorption lines. The width of the profile
also stays constant in the continuum and gets smaller in the line as the contribution of one
component vanishes. The amplitudes of the signatures depend on the spatial separation
of the components and on the ratio of the components’ brightness to the total brightness
of the target. This means that for the amplitude one has A ∝ d · IR, where d is the
apparent separation of the components on the sky and IR is the ratio just mentioned.
During the entire thesis, the term spatial resolution denotes the effective spatial resolution
Amin which is related to the real spatial resolution dmin by the above relation. Here, Amin

is the smallest amplitude which can be detected in the spectro-astrometric quantities and
dmin is the smallest spatial separation of two sources on the sky. Theoretically, Amin

is given by Eq. (2.6). If the binary is placed orthogonally to the slit axis no features
appear in C(λ) and W(λ). Naturally, the features in both spectro-astrometric spectra
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directly correlate with the source’s difference spectrum (for a binary, the latter simply
is the difference of the components’ SED). This correlation allows for the application of
cross-correlation to detect spectro-astrometric signatures that are only marginally above
the noise. The effect depicted in Fig. 2.1 is only caused by the spatial separation of the
two components, hence, those signatures are called spatial. In contrast, non-zero radial
velocities induce kinematic signatures: the Doppler effect leads to a blue/red shift of the
SEDs. Even if the components have identical rest-SEDs the Doppler shift will lead to
a non-zero difference SED and, thus, to the signatures plotted in Fig. 2.2. Obviously,

Figure 2.2: Same as Fig. 2.1 but for two components with identical rest-SEDs and radial system

velocities larger than zero. One component has positive, the other negative radial velocity.

kinematic and spatial signatures can easily be distinguished. An important question is
whether it is possible to discern different source configurations by the spectro-astrometric
signatures alone, e.g., does a binary star have C(λ), W(λ) different from those of a star that
is surrounded by a disk. As the spectro-astrometric signatures are directly correlated with
the difference spectrum of the target, different source configurations will often be easily
distinguishable. It will turn out that both spectro-astrometric quantities, C(λ) and W(λ),
have to be considered for the interpretation of observed data as well as for the removal of
instrumental artefacts, cf. Sect. 2.6 and Chap. 4. A problem is that the signatures in W(λ)
in many cases seem to have smaller amplitudes than those in C(λ), cf. Figs. 2.1 and 2.2. As
the theoretical spatial resolution limit is worse in W(λ) compared to C(λ), the detection
of features in W(λ) can be difficult and there may only be usable information on C(λ). In
fact, there are several source configurations which lead to larger amplitudes in W(λ), e.g.,
two similar spots on different hemispheres on a stellar disk, cf. Sect. 4.3.2. Such a two-
spot configuration even leads to no features at all in the C(λ) spectrum for identical spots.
Because the detection of features in W(λ) requires larger S/N ratios, it may be difficult to
detect such signatures at all. The same problem occurs for a single spot which is located
right at the centre of the stellar disk: this only leads to features in W(λ). The concept of
spectro-astrometry, nevertheless, allows to detect various astronomical phenomena on very
small spatial scales. As a longslit spectrograph images a one dimensional cut through the
target, one needs to obtain exposures at various position angles to get 2D-information on
the source. Depending on the target properties, observing time constraints may prevent
a good sampling of the source. Finally, it is important to realize that a rotation of the
spectrograph with respect to the target by 180◦ leads to a change in sign of C(λ) and W(λ)
for target-inherent features but there is no such change for instrumental artefacts. This
property is important when significant instrumental artefacts are present, cf. Sect. 2.6.
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2.4 Position/width spectrum extraction

The reliable extraction of the spectro-astrometric signatures from the longslit spectra is
a critical and important issue for the analysis of the data. The errors associated with
that procedure need to be estimated precisely in order to determine the total error in the
centroid/width spectra. The latter is important, e.g., when fitting models to observed
data.

2.4.1 Profile fitting

Even for a point source, the extent of a longslit spectrum in the spatial direction on
the detector will be non-zero due to seeing effects and/or light diffraction. Thus, some
functional form can be fitted to the spatial profile in order to determine its centroid position
and width. Random processes can often be described by a Gaussian distribution. Whether
this is a valid description for the spatial profile has to be tested for each case individually
because there may be instrumental influences that lead to other profile shapes. Assuming
the spatial profile to be Gaussian and considering that a CCD-detector discretely records
the longslit spectrum in equally sized pixels, the formal error in determining C(λ) and
W(λ) can be derived as follows. The general derivation for the two-dimensional case can
be found in Condon (1997). Here, the most important steps for the one-dimensional are
sketched.
A Gaussian with peak amplitude A, central position x0 and width σ is defined as

P (x) = A · exp

(

−(x− x0)
2

2σ2

)

.

The profile P is assumed to be sampled by N pixels with intensities of ai where i =
1, . . . , N . If the error distribution is Gaussian and its root-mean-square deviation (rms)
µ, then the best fit to the discrete sampling will minimise the χ2 measure

χ2 =
N
∑

i=1

(ai − P (xi))
2

µ2
.

For each of the three free parameters pj = (A, x0, σ), the minimisation of χ2 is equal to

∂χ2

∂pj
=

2

µ2

N
∑

i=1

(ai − P (xi))
∂P (xi)

∂pj
= 0,

the normal equations for this problem.
Only if the errors are small compared to the peak amplitude of the Gaussian (A≫ µ),
one can approximate the above conditions by the linear term of the Taylor series

ai − P (xi) ≈ dP =
3
∑

k=1

∂P (xi)

∂pk
dpk.

This condition is fulfilled for high S/N. The linearisation yields

N
∑

i=1

3
∑

k=1

∂P (xi)

∂pk

∂P (xi)

∂pj
dpk = 0; j = 1, 2, 3.

The 3 × 3 matrix E contains the coefficients to the linearised normal equations

Ej,k =
N
∑

i=1

∂P (xi)

∂pk

∂P (xi)

∂pj
≈ 1

h2

∫ inf

− inf

∂P (x)

∂pk

∂P (x)

∂pj
dx, (2.2)
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which can be approximated by an integration over x if the sampling {xi} is uniform
(i.e. constant pixel size h) and the peak of the profile is completely covered by the data; cf.
Kaper et al. (1966) for a proof of the validity of the approximation. For any differentiable
function F (p1, p2, p3), its variance is given by

µ2(F ) = µ2
3
∑

j=1

3
∑

k=1

E−1
j,k

∂F

∂pj

∂F

∂pk
.

The integrals and, therefore, the matrix E are easily evaluated as is the inverse matrix
E−1. In this way, one obtains

µ2(A) = µ2E−1
1,1 ≈ 2A2

πσ

(

hµ

A

)2

,

µ2(σ) = µ2E−1
2,2 ≈ 2σ

π

(

hµ

A

)2

, (2.3)

µ2(x0) = µ2E−1
3,3 ≈ 2σ

π

(

hµ

A

)2

.

The S/N in each individual pixel of the profile is (S/N)i = P (xi)/µ. Summing quadrati-
cally over i and replacing the sum by an integral (as in 2.2), the total S/N of the profile
is

(S/N)2 =
πσ

h2
·
(

A

µ

)2

. (2.4)

Here Neff := πσ/h2 can be interpreted as an effective number of pixels within the profile.
A/µ is the S/N at the peak. Thus, (2.3) and (2.4) yield

µ2(A)

A
=
µ2(σ)

σ2
=
µ2(x0)

σ2
≈ 2

(S/N)2
. (2.5)

The commonly used FWHM is related to the σ of a Gaussian by

σ =
FWHM√

8 ln 2
.

That can easily be shown by evaluating the definition of the FWHM := x2 − x1 where x2

and x1 are those x-values for which the exponential is at half the peak value. Replacing σ
in (2.5) leads to

µ2(A)

A2
= 8 ln 2

µ2(x0)

(FWHM)2
=
µ2(FWHM)

(FWHM)2
≈ 2

Neff · (S/N)2peak

. (2.6)

The requirements of this derivation, which are a large peak S/N, a constant pixel size, a
completely sampled peak, small pixels (i.e. h≪ FWHM) and a Gaussian error distribution,
are met for many astronomical data sets. Equation (2.6) confirms the intuition that the
attainable spatial resolution scales linearly with the S/N. Adaptive optics also increase
the resolution as they decrease the width of the PSF which here corresponds to the value
of FWHM. Another possible error source is the algorithm used to fit the spatial profile.
Because the fitting of a single Gaussian is conceptually simple as no parameter degeneracy
and local minima are expected, this is not a serious issue. Nevertheless, two standard
fitting routines were tested and their results compared: a Levenberg-Marquardt non-linear
least-squares method (mrqmin) and a simplex algorithm (amoeba), cf. Sect. B.2, both taken
from the Numerical Recipes, Press et al. (2002). Differences in the fitted parameters were
two orders of magnitude below the values obtained with Eq. (2.6). Hence, algorithm
discrepancies are neglected henceforth.
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2.4.2 Small spatial profile widths

Although the formal errors of Eq. (2.6) are in good agreement with simulations (see below
in this section), the requirement of small pixels (i.e. h ≪ FWHM) may be violated for
some data sets. Depending on the seeing at the time of observing, the quality of adaptive
optics’ correction and the instrument design, the width of the spatial profile can be smaller
than a few pixels or even smaller than a single pixel. Monte-Carlo simulations have been
performed to check the influence of S/N and sampling on the fit-accuracy. A Gaussian
profile with amplitude A, sampled at N pixels (with the peak being at the central pixel)
was generated, random Gaussian noise µ added at a specific S/N, i.e. A/µ = (S/N).
Then, a single Gaussian was fitted and the best-fitting parameters were compared to the
input values. This procedure was repeated 104 times for the same parameter set. The
median values of the 104 values of A, x0, σ serve as an estimation for the fitted parameters.
The standard deviations represent the errors within them. First, these simulations were
performed for fixed A, x0, σ and N but the S/N was varied in order to verify the validity of
equation (2.6). Figure 2.3 shows both the predicted values (solid line) and the simulated
ones (data points). They are clearly in good agreement with each other. As a second
step, another set of simulations was performed for fixed A, x0, σ and high S/N but, this
time, the number of sampling points N was varied. As can be seen from Fig. 2.3, the fit
accuracy does not depend on N as long as the pixel size is small compared to the width of
the profile (i.e. N/σ > 1). This is again in good agreement with Eq. (2.6). As a conclusion

Figure 2.3: The data points show the standard deviation of 104 Monte-Carlo simulations, see text.

The left panel features simulations with variable S/N whereas in the right one the pixel sampling

was varied. The values obtained with Eq. (2.6) are shown as a solid line in the left graph.

one sees that the width of the spatial profile is not important as long as it is not below
about 1.4 pixels sampling the FWHM (equivalent to 0.6 pixels per σ in Fig. 2.3). At lower
values, the accuracy declines steeply. The same applies equivalently to the accuracy of
the width of the profile. Apart from the influence on the spatial resolution small profile
widths negatively affect some steps of data reduction, cf. Chap. 3.

2.4.3 Non-Gaussian profiles in Gaussian fitting

If the spatial profile is a priori known to have a non-Gaussian shape, a different functional
form may be fitted for. However, in most cases, the assumption indeed is Gaussian, but
(small) deviations hereof cannot be ruled out. One then needs to know to what extent such
deviations influence the fitting process. Again, Monte-Carlo simulations were conducted
to investigate this. All parameters A, x0, σ,N and S/N were now kept constant, but a
constant value was added to all data points with x ≤ x0. In this way an asymmetric
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profile was created. The degree of asymmetry was varied. Although in reality, there could
be other distortions of the spatial profile, this scenario shows important points

• there is a deviation of the fitted parameters from the input values,

• this deviation is small for realistic profiles (< 1 %),

• this deviation is constant as long as the profile shape is constant.

The last point is the most important one. Since spectro-astrometry uses centroid and
width variations with wavelength only, a constant offset does not influence the results at
all. As long as the shape of the spatial profile is constant with time and wavelength there
is no impact of a non-Gaussian profile on spectro-astrometry when using Gaussian fitting.
Naturally, that holds only if the deviations from a Gaussian are not too large.

2.4.4 M-estimators

If ρ(xi,Θ) is a probability density function of data parameterised by Θ, the minimisation
of
∑n

i=1 ρ(xi,Θ) is called M-estimation and the solutions thereto are called M-estimators.
The class of M-estimators in statistics is large, and many standard statistical estimators
can be shown to be M-estimators.
Another way to extract the centroid and width spectra from the longslit spectrum is to
evaluate standard statistical estimators of the spatial profiles. The most simple is the
weighted arithmetic mean to represent the centroid and the weighted standard deviation
to represent the width

C(xi) =

∑N
j=1 j · P (xj)
∑N

j=1 P (xj)
, (2.7)

W ′

(xi) =

(

∑N
j=1 P (xj) · |j − C(xi)|
∑N

j=1 P (xj)

)1/2

. (2.8)

Here C(xi) and W ′

(xi) are the centroid position and width of the profile of the xith
wavelength bin. N is the number of pixels of the spatial profile that have been used to
extract both quantities. The weights P (xj) are the intensities of the individual pixels.
Since the number of sampling points N is relatively small, the biased estimator W ′

(xi)
should be replaced by the unbiased weighted standard deviation W(xi)

W(xi) =







∑N
j=1 P (xj)

(

∑N
j=1 P (xj)

)2
−∑N

j=1 P (xi)2
·

N
∑

j=1

P (xj)|j − C(xi)|2







1/2

. (2.9)

The above transition from the biased towards the unbiased estimator is equivalent to the
transition of the denominator in the simple standard deviation from N to N−1 and avoids
a systematic over- or underestimation of the true values (it should be emphasised that the
formulas shown above are only estimators of the (weighted) standard deviation).
Although both statistical quantities are widely used in astronomy they are not robust to
outliers. I am, however, confident that outliers have been removed beforehand by the
bad pixel detection, cf. Sect. 3.2. Nevertheless, I compare the results obtained with these
non-robust estimators to those of robust estimators. This allows to check for undiscovered
residual outliers. The theoretical background on robust statistics can be found e.g. in
Huber (1981), Hampel et al. (1986) and Rousseeuw and Leroy (1987) and is too extensive
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to be presented here. As a robust estimator of location I use Tukey’s biweight, see again
Huber 1981 for details. It can be roughly outlined as follows: The function ζ(z) is defined
for |z| ≤ a by

ζ(z) = z

(

1 − z2

a2

)2

, (2.10)

and it is zero otherwise. Here, it is z = (x − Tn)/Sn where x is the data sample and Sn

a robust estimator of scale. The value of Tn for which
∑

i ζi = 0 is the desired result.
The determination of the biweight works iteratively. If one chooses Sn to be the median
absolute deviation1, the denominator is an estimator of the standard deviation of the
sample. The parameter a in Eq. (2.10) determines the shape and cut-off of the weighting
function, see Fig. A.1 in the appendix. M-estimators with such weighting functions are
called redescending.
I here use both the non-robust estimators and Tukey’s biweight to extract the centroid
and width spectra for simulated and real data. Analysing the results I find that robust
estimators indeed are far better if no bad pixel detection has been performed beforehand.
However, after bad pixel correction there is virtually no longer any difference. The com-
parison of the M-estimator results with those of the Gaussian fitting is depicted for a
representative CRIRES exposure in Fig. 2.4. Although both methods in principle yield

Figure 2.4: C(λ) extracted from a CRIRES TW Oph exposure using Gaussian profile fitting

(upper curve) and Tukey’s biweight (lower curve). The features in the spectrum are visible in both

cases but the pixel-to-pixel scatter is larger for the M-estimator measure.

the same results, Gaussian fitting has a lower scatter in the pseudo-continuum between
the CO lines. Thus, henceforth, all results presented in this thesis have been obtained by
Gaussian fitting.

2.4.5 Summary position/width spectrum extraction

The extraction procedure of the spectro-astrometric signatures is thoroughly treated in this
section because it is crucial to quantify any error which can occur. However, it turned out

1which is defined by MAD = 1.4826 · medi (|i − medj(j)|)
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that the error associated with the extraction itself is negligible and that spatial resolution is
theoretically limited by the PSF width and by the S/N. Outliers in the spatial profiles, i.e.,
bad pixels, need to be removed before the extraction to achieve optimal results. Gaussian
fitting is used for spectro-astrometric extraction as the noise in C(λ) and W(λ) is lower
than in case of M-estimator usage. Some spectro-astrometric studies on different object
types have been published so far, cf. Sect. 2.10. Gaussian profile fitting, e.g. (Whelan et
al., 2005), and a simple weighted mean, e.g. (Pontoppidan et al., 2008), have been used for
extraction. However, no serious discussion on the performance of the methods has been
conducted there. Massa and Evans (2008) only state that they compared Gaussian fitting
with the weighted mean and that they found no relevant differences. Though limited
in significance with respect to different extraction methods, those publications do not
contradict our findings.

2.5 Simulating spectro-astrometric signatures

Any scientific analysis of the extracted spectro-astrometric spectra requires the comparison
of the observed spectra with simulations, e.g., to constrain the physical models that possi-
bly induce those signatures. Section 2.2 introduced the basic principle of object mapping.
With this it is easy to calculate the centroid position and profile width for arbitrary ob-
ject configurations. Brannigan et al. (2006) were the first to simulate spectro-astrometric
signatures of a binary source. I improved this method to be able to simulate arbitrary
object configurations. Seeing and diffraction are ignored and, thus, the system consists
of two point sources. They are assumed to have intensities I1 and I2 and identical SEDs
f(λ). Then, with Eq. (2.1), the centroid displacement C is given by

C(λ) =
∆x

2
· I1f(λ+ ∆λ(y)) − I2f(λ− ∆λ(y))

I1f(λ+ ∆λ(y)) + I2f(λ− ∆λ(y))
(2.11)

with ∆λ(y) = K∆y. In the next step I allow for different SEDs of the two compo-
nents (i.e. f1(λ) and f2(λ)) and abandon the point source assumption. Instead, inten-
sity distributions I1(x, y) and I2(x, y) replace the constant intensities. The former, in
fact, are multiplications of the constant intensity of the target component with the PSF:
I1(x, y) = I1 ·PSF(x, y). The coordinates (x, y) are the spatial and dispersion direction in
the slit plane, respectively. The width of the PSF summarises the atmospheric seeing as
well as the influence of adaptive optics. The slit width of the spectrograph is considered
indirectly by setting a maximum value for dy. This generalisation leads to

C(λ) =

∑2
i=1

∫ ∫

x Ii(x, y) fi(λ+ ∆λ(y)) dxdy
∑2

i=1

∫ ∫

Ii(x, y) fi(λ+ ∆λ(y)) dxdy
. (2.12)

The integration performs a continuous summation over (x, y) in the slit plane whereas the
summation adds up the contributions of the two components. Any target configuration
can be thought of as composed of N point sources, each with its own intensity and SED.
Thus, in Eq. (2.12), one can replace the upper summation limit with N . Because the
SEDs fi(λ) do not have an analytic functional form, the integral cannot be evaluated an-
alytically. A proper replacement of the integrations with summations allows for a discrete
calculation of the position spectrum. The impact of velocity fields can be integrated by
using appropriately modified SEDs, e.g., by applying the Doppler shift.
Although perfectly viable, I use another method to obtain the spectro-astrometric sig-
natures caused by an astrophysical source: first, a two-dimensional long-slit spectrum is
constructed. Then, the same extraction procedure can be applied to the simulated data
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which is used on observed data, see Sect. 2.4:
First, the source is constructed as described above: i = 1, . . . , N point sources with inten-
sities Ii and spectral energy distributions fi(λ). A single point spread function PSF(x, y)
is supplied. If necessary a velocity field v(x, y) is included by modifying the individual
SEDs. The intensity of each point source is convolved with the PSF. For each point in
the slit plane, the wavelength shift due to its off-centre position, cf. Eq. (2.1), is evalu-
ated. Equivalently to Eq. (2.12), for each x-value, the product Ii(x, y) · fi(λ + ∆λ(y)) is
evaluated and then summed over i and integrated over y yielding the long-slit spectrum
component L(x, λ) – with (x, λ) being the spatial and dispersion direction in the detector
plane. This has to be repeated for each wavelength bin of the input SEDs. Photon shot
noise2 is then added to every pixel at the desired S/N. For a simple binary source the
difference spectrum (i.e. the difference of both SEDs) can be cross-correlated to C(λ) and
W(λ) to detect signatures which are only slightly above the noise level. For more complex
sources the SED extracted from the simulated longslit spectrum should be used for cross-
correlation. This SED is the replacement for the difference spectrum mentioned before.
The spatial profile of the simulated data is determined by a weighted projection of the
2D-PSF onto the spatial axis. The integration over x in Eq. (2.12) actually performs the
transition from the two-dimensional long-slit spectrum to the one-dimensional position
spectrum C(λ). This is realised here by the extraction procedure.
Discussion: Both methods to simulate spectro-astrometric signatures are equivalent and,
hence, yield identical results. Nevertheless, I use the second one for one advantage: since
the procedure to extract C and W can identically be applied, any systematic error equally
affects both simulated and observed data. The simulations do not include any instrumen-
tal effects such as, e.g., tilted and/or distorted spectra. Thus, these effects need to be
removed from the observed data before comparison with simulated data, cf. Chap. 3.

2.6 Instrumental artefacts

This section deals with instrumental artefacts in C(λ) and W(λ) and methods to remove
those features in order to possibly attain the full theoretical resolution limit.

2.6.1 Origin, shape and amplitudes

If a truly point-like object is observed, no spectro-astrometric signatures are expected to
occur. Thus, C(λ) and W(λ) should be equal to zero for all λ. This is indeed true as
long as the PSF is symmetric with respect to the spatial axis in the slit plane. Using the
simulations described in Sect. 2.5 allows for a study of non-symmetric cases. First, the
PSF is simply changed to an elliptical 2D-Gaussian which is inclined to the spatial axis
by φ. The centre of the PSF is chosen to be at xc. Hence, one half of the PSF (x ≤ xc)
is offset from the slit centre to one side resulting in, e.g., a redshift of the SED according
to Eq. (2.1). The part corresponding to x ≥ xc, in turn, then leads to a blueshift. This
translates to a redshift (blueshift) in the longslit spectrum for the lower (upper) part of
the spatial axis. This effect can also be regarded as a tilting of the spectral lines with
respect to the spatial axis on the detector, i.e., the line of constant wavelength is no longer
orthogonal to the dispersion direction. The impact on C(λ) and W(λ) is obvious: at
each spectral feature a P-Cygni-like profile appears in the centroid and a W-like feature in
width. Figure 2.5 illustrates this. The parameters have been chosen such that the artefacts

2Photon shot noise means that the noise is proportional to the square root of the signal. This distribution

is a Poisson distribution and approaches a normal distribution for large signal amplitude.
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Figure 2.5: Spectro-astrometric artefacts (right panel) simulated for a point source with an el-

liptical PSF (left panel). In the right subplot, the curves are plotted equivalently to Fig. 2.2. See

text for details.

exactly match the target-induced kinematic features of Fig. 2.2. This shows that artefacts
and real signatures may be similar or even identical – see next section. Such artefacts
always occur if the PSF is asymmetric with respect to the spatial slit axis. The exact
shape and amplitude of the artefacts, however, will vary with the PSF. Furthermore, the
optical setup of the instrument, the PSF width and the slit width influence the amplitude
of the artefacts. Equation (2.1) confirms this because K (instrumental characteristic) and
dy are responsible for the amplitude of the artefacts. The larger the slit width the larger
dy can get – at least as long as the seeing is larger than the slit width. Depending on
these parameters, the amplitudes of the artefacts can exceed the target-induced signatures.
Practically, any real telescope and instrument does not have a perfectly symmetric PSF.
Aberrations can be caused by the telescope optics itself (e.g. astigmatism leads to elliptical
PSFs) or can be a result of active/adaptive optics, cf. Brannigan et al. (2006). If the latter
is the cause, the PSF will even be time dependent and the artefacts will also change with
time. Since it is obvious that artefacts need to be removed before a useful analysis of
centroid and width spectra can be conducted I now discuss the procedure in detail.

2.6.2 Countermeasures

The problem of spectro-astrometric artefacts has been realised before by several authors,
cf. Bailey (1998) and particularly Brannigan et al. (2006). However, so far there have been
only two suggestions to avoid and/or remove artefacts:
First, the usage of a slit width significantly smaller than the PSF width reduces the am-
plitude of the artefacts simply because the maximum of dy in Eq. (2.1) is restricted to
smaller values than for larger slit widths. The downside of this is the loss of light and,
hence, a smaller S/N which leads to a lower spatial resolution. Second, the subtraction of
position spectra obtained at anti-parallel slit orientations is supposed to remove artefacts.
Real spectro-astrometric signatures change sign when rotating the spectrograph by 180◦

(with respect to the object on the sky) whereas artefacts do not. Thus, such a subtraction
would in principle remove any instrumental artefacts as long as these remain constant.
In fact, the last point is the critical one: exposures which are taken non-simultaneously
may well have different artefacts. The internal conditions of the spectrograph can change
with time (e.g. mechanical or thermal changes), the seeing amplitude varies and the shape
of the PSF can change, particularly with active/adaptive optics. Thus, one would need
to obtain exposures contemporaneously at anti-parallel slit angles. This requires special
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instrumentation which does not yet exist, but which is currently developed in another
project in my research group (Wiedemann G., private communications). In this work we,
therefore, use the anti-parallel subtraction method only as a first-glance-tool. It also is a
means to monitor the changes in observing conditions with time. Finally, taking exposures
at anti-parallel slit angles does not waste observing time as the extracted C(λ) and W(λ)
can be co-added (after changing the sign) to increase the S/N.
I here present a new procedure with the aim of reaching the full S/N-limited spatial res-
olution. The basic assumption is that any instrumental effect can be condensed into the
PSF. That means that whatever happens to the incident light beam on its way to the
detector can be described by an effective PSF, but see Sect. 3.2.3.4 on image distortion
for an exception.

The method: Some spectro-astrometric spectra C(λ) and W(λ) are supplied. The arte-
facts in both quantities are to be removed. First, a true point source with an input SED
is assumed as well as some PSF. The corresponding C(λ) and W(λ) spectra are simulated
as described in the previous section. Then, the PSF configuration is varied and the sim-
ulated signatures are compared to the initial ones. The PSF of the best-fitting scenario
is the best description for the instrumental profile. The artefacts which are obtained us-
ing the best-fitting PSF are subtracted from the initial artefacts. As a measure for the
goodness-of-fit, the χ2 measure

χ2 =
1

N

N
∑

i=1

(

(Csim(i) − Cinit(i))
2

σ2
C

+
(Wsim(i) −Winit(i))

2

σ2
W

)

(2.13)

is evaluated, compare also Sect. B.2. The total number of wavelength bins is denoted by
N , Csim contains the simulated artefacts and Cinit contains the initial artefacts in C. The
same applies to the W-quantities. The denominator σ is the total error of the numerator.
In case of simulated data the error is given by Eq. (2.6). When dealing with observed data
there may be additional error sources, cf. Chap. 3. The individual error contributions are
summed quadratically to yield σ. Because the PSF is two-dimensional a parametrisation
has to be chosen for the fitting algorithm. The number of possible configurations is way to
large without a parametrisation. When working with real data one chooses the observed
SED as input SED to the artefact simulation. If simulated data is processed, of course,
the input SED has to be used. After the subtraction of the simulated artefacts, the source
modelling can be performed, see the next section.

Discussion: Several points of this procedure can be criticised. It is not strictly true that
any instrumental influence can be summarised by an effective PSF. The SED extracted
from an observed longslit spectrum will likely be used to simulate the artefacts. This
SED is, however, not identical to the true target SED as it was shown that the impact
of asymmetric PSFs can also be interpreted as a tilting of the spectral lines. In fact, the
artefact fitting algorithm would have to vary both, the PSF and the input SED, even if
the changes in the SED would only be small. Fitting both quantities is not viable since the
number of free parameters is so large that any C(λ) and W(λ) can be “corrected” to a zero
line. Because the difference between the extracted and the true SED does depend on the
unknown PSF it is unclear which constraints should be applied to the SED fitting process.
As consequence, the program code does not fit for the true SED at all and only varies the
PSF. Furthermore, the parameterisation of the PSF during fitting is critical. Without a
priori information about the PSF shape, an elliptical parameterisation is used with the
free parameters being the PSF width P , the angle of the ellipse with respect to the slit
axis φ and the ratio of the major to the minor axis a/b. The intensities are assumed to
obey a Gaussian form in both axes a and b. A more flexible approach is to use a central
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circular PSF of Gaussian shape and smaller circular satellite Gaussians in the vicinity.
The position of the satellites and the intensities of all PSF components are then varied
during the fitting process3. The latter can easily lead to a large parameter space requiring
enormous computing time. Hence, a limitation of two satellites is used here. The choice
of parameterisation should also be done depending on the shape of the input artefacts in
both C(λ) and W(λ). Furthermore, the initial assumption of a point source can be invalid.
The aim of a spectro-astrometric study will most likely be to detect a structure within the
target. The best way to avoid this problem is to use only telluric lines for the fitting of
the instrumental profile. If there are not enough telluric lines the point source assumption
can still give good results if the true signatures are of different shape than the artefacts,
e.g., in case of spatial signatures as in Fig. 2.1. On the contrary, kinematic signatures may
be similar or even identical in shape to artefacts and can, thus, completely mislead the
fitting procedure. The usage of a gas absorption cell can also provide the lines that are
necessary for the removal process. In the worst case, the anti-parallel subtraction method
is the only remaining possibility to reduce artefacts.

Results: The code is tested with simulated longslit spectra: some SED and PSF config-
uration are chosen together with an arbitrary S/N. The simulated C(λ) and W(λ) (con-
taining artefacts) are used as input to the removal algorithm. Ideally, the initial PSF
configuration should be recovered and there should not be any residual artefacts after
subtraction. The result is perfect for high S/N for both an elliptical PSF and a cen-
tral circular PSF component with two lower intensity satellite circular components, see
Fig. 2.6. The strong gradients in the χ2-landscape guarantee that the fitting algorithm

Figure 2.6: The left plot shows C(λ) before and after artefact removal. A point source was used

together with an elliptical PSF. The right plot images the χ2-landscape of the removal procedure for

the a/b, P sub-parameter space, i.e., for constant φ. The units on the x- and y-axis are arbitrary.

The z-axis shows the logarithm of the χ2 value which is as low as 0.4 for the best-fit. The two

missing sub-parameter space plots look very similar with respect to the strong convergence towards

the correct solution. The S/N was 100 and the noise can be seen in the C(λ) spectra. After removal,

there is no residual artefact above the noise level.

does reliably converge, see Sect. B.2 for the algorithms which were used. The residual
artefacts are practically identical to zero for signal-to-noise ratios above ten. The results
are almost identical for a two-satellite configuration together with a two-satellite param-
eterisation. More interesting is the case for which a wrong parameterisation is chosen,
e.g., an elliptical PSF whereas the true PSF is a two-satellite configuration. In reality,

3leaving ten free parameters for two satellites, namely width and intensity for the central and satellite

components (i.e. 6 parameters) and, additionally, distance to the central component and position angle

for each satellite (i.e. 4 parameters)
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the true PSF configuration will often be unknown. One expects that as long as the cho-
sen parameterisation is similar to the true PSF the results will be satisfactory. That is
indeed true, e.g., an elliptical parameterisation leads to good removal results if the true
PSF has a bright circular central Gaussian and one satellite along the major axis of the
ellipse. Figure 2.7 points out the problems when using in inadequate parameterisation.
The left subfigure only uses W(λ) to evaluate the χ2-measure and suggests a very good fit

Figure 2.7: As in Fig. 2.6, the χ2-landscape is shown for an elliptical parameterisation and a two-

satellite input PSF. Here, brighter regions symbolise lower χ2-values with white colour standing

for an almost perfect fit. The left subfigure depicts the case that only W(λ) is used to evaluate the

χ2-value. The right plot shows the results for the same scenario but uses both, C(λ) and W(λ).

Both plots show the same parameter space, the units on the axis are arbitrary.

whereas the full calculation (Eq. 2.13) reveals that the parameterisation is utterly useless.
The explanation for this is that two different phenomena may lead to similar C(λ) but
have completely different W(λ) or vice versa. This emphasises the need to always use
both quantities C(λ) and W(λ) when judging the goodness of artefact removal and source
modelling.

Summary: It was shown that the removal of instrumental artefacts in C(λ) and W(λ)
is feasible. A parameterisation of the PSF configuration is necessary. The choice of an
advantageous parameterisation is critical and the most difficult step as the true PSF is
often unknown for real data. A structured source featuring kinematic signatures can com-
plicate the removal procedure or even render it useless if one relies on the spectral features
of the target itself. Therefore, the presence of telluric lines in the spectrum is important
because they are only affected by instrumental effects. Gas cell reference lines serve the
same purpose as telluric lines: they contain the instrumental profile and are of advantage
if no telluric lines are present and the source is expected to result in kinematic signatures.
However, the usage of a gas cell does not improve the artefact removal compared to the
usage of telluric lines because the instrumental profile will most likely be constant over
the wavelength range of a detector chip. The application to real data will be discussed in
Chap. 4. The presence of artefacts and residual artefacts even after the removal procedure
emphasises that it is not possible to give a reliable error bar on the spectro-astrometric
quantities. A possible estimator on the error is the rms-amplitude of C(λ) and W(λ) in a
continuum region of the spectral energy distribution4.

4but note, that the S/N is lower in spectral absorption lines compared to the continuum
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2.7 Source modelling

The final step in the spectro-astrometric analysis is the modelling of the source configura-
tion. After the removal of instrumental artefacts, ideally, only real signatures caused by
the target are left. Simulating various source configurations allows for an identification
of the best-fitting scenario. The problem here is similar to the one in Sect. 2.6.2: The
goodness-of-fit is again evaluated by a χ2-measure and one also needs to restrict oneself
to a certain class of source configurations. One simply cannot test for any possible config-
uration. First, one tries to simulate scenarios that are expected a priori, e.g., spots on a
stellar surface. If, however, the observed signatures differ significantly from the simulated
ones, other configurations should be considered, e.g., a disk around the star.
There is an important problem in constraining the source configurations, i.e., model de-
generacy. This means that two or more different target configurations lead to identical
C(λ) and W(λ). Two different kinds of degeneracy have to be distinguished. First, there
is the principle degeneracy which means that the method of spectro-astrometry itself is
responsible for the indistinguishability and, thus, the different scenarios cannot be disen-
tangled by spectro-astrometry alone. Second, there is the observational degeneracy. Here,
the observing scheme is the cause: since the data at a single slit orientation only probes
structures in one dimension, depending on the source structure, a certain minimum num-
ber of slit orientations is necessary to ensure a detection. Using less orientations results in
a model degeneracy. Another example for observational degeneracy is the lack of sufficient
wavelength coverage. Two different phenomena may have nearly identical difference spec-
tra in a limited wavelength range. However, it is more unlikely that there are no significant
differences when considering a larger wavelength range. This stresses the importance of a
careful planning of the observing runs.
The process of source modelling is illustrated here with the example of stellar surface spots,
as this will be the application in Chap. 4: Synthetic model spectra are calculated with the
parameters of the target star without spots. Then, model spectra at lower/higher effective
temperature are obtained to represent cool/hot spots. The spectro-astrometric signatures
are evaluated using our code with an appropriate geometric model of the spotted star.
This geometry is then varied and the best-fit to the observed C(λ) and W(λ) spectra at
all observed position angles describes the most likely true configuration, within the limits
set by possible model degeneracies. The parameter set, i.e. effective temperature, surface
gravity, mass, chemical abundances, turbulence velocities etc., of the initial background
atmosphere is either known beforehand or has to be obtained by fitting synthetic spec-
tra to the observed data. In practice, there is the problem that the observed SED is a
combination of the SEDs of the different components of the target; for the example case,
the full-disk SED is observed and there is no way to observe the SED of the star without
spots (if there are spots on the surface). Thus, the fitting of the observed SED with syn-
thetic spectra needs to heed this issue: in the above case, an ansatz would be to fit the
observed SED by a linear combination of two synthetic models with different stellar pa-
rameters, as, e.g., effective temperature. This would, ideally, yield the temperature of the
stellar background atmosphere, the spot temperature and the total spot coverage factor
– assuming that all spots do have the same temperature. Then, the best-fitting pair of
SEDs is used within the simulation of the spectro-astrometric signatures, varying the spot
geometry. When studying this procedure in detail, there are several problematic issues:
the above ansatz may not be strictly valid as, e.g., spots caused by convection cells may
have different SEDs compared to standard stellar atmospheres at lower/higher effective
temperature; furthermore, the synthetic spectra even may not describe the spotless target
star correctly. These model uncertainties directly translate into uncertainties in the best-
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fitting source configuration. For example, very precise synthetic spectra of cool (super-)
giants are not yet available, cf. Lançon et al. (2007a), as the physical processes taking place
in their atmospheres are very complex. In order to account for these problems, a simpli-
fied method of source modelling was applied to the giant star data in Chap. 4: a single
synthetic spectra was fitted to the observed SED, varying only the effective temperature
and the surface gravity, using reasonable values for the other free parameters. Since good
agreement with the a priori known effective temperature was achieved, this value was used
for the background atmosphere on which cool/hot spots were placed. Using various spot
geometries, spectro-astrometric signatures were then simulated in order to fit the observed
C(λ) and W(λ) quantities.
Despite all of the above problems, the detection of structure within an astronomical ob-
ject is possible with spectro-astrometry, even if the correct source configuration cannot be
deduced reliably.

2.8 Computational issues

Parts of the data reduction software and all of the spectro-astrometric analysis code has
been developed in the course of this thesis and was written in C. A short overview of the
different modules of the C-code and some algorithms which have been applied is given in
the appendix. Numerical stability was easy to ensure for all parts of the code. More prob-
lematic is, first, the amount of computing time required by the artefact removal procedure
and, second, to guarantee the convergence of the various fitting processes if the code is to
be applied semi-automatically to large data sets.
The fitting of the instrumental profile to remove artefacts from observed data requires
large amounts of computational time for complex PSF parameterisations. The processing
of a single exposure requires about an hour on a single Pentium 4 CPU. This time con-
sumption was especially critical during the development phase of the code. As the data
set used in this thesis consists of nearly 500 exposures, the total time consumption is large.
Future observations which use the proposed NDIT=1 mode on bright targets will result in
thousands of exposures. To achieve the current efficiency of the code, several calculation
intensive parts were parallelised using the GPL-licensed parallelization standard OpenMP.
It allows to distribute the work-load of, e.g., for-loops to different CPU cores or differ-
ent CPUs using shared memory. Communication of different threads with each other is
not possible with OpenMP. Since all spectro-astrometric analysis code was programmed
from scratch, the implementation of OpenMP was easy and resulted in a scale factor of
approximate 0.85 on Intel dual-core and quad-core CPUs. The scale factor describes the
acceleration of the code for multiple CPUs: if the factor is one, two CPUs will need half
the time of a single CPU; if the factor is zero, two CPUs will need as long as a single
CPU. Some parts of the code could manually be distributed to separate computers. The
individual results were then recombined at the end. This procedure ensured a scaling
factor of one and allowed to use more than the four CPU cores of a standard quad-core
computer. The overview χ2-landscapes, cf. Sect. 2.6.2, had to be calculated in this way
as they are computationally very expensive. The processing of the individual exposures
could also easily be distributed over several computers.
The second problematic issue is due to the fact that the exposures of a data set may
vary significantly in several characteristics. The flux level can vary because of a changing
sky transparency; changes in the read-out electronics may cause bad columns to change
between exposures, etc. Such problems required some manual fine tuning of the input
parameters of the code to enable the processing of the complete giant star CRIRES data
set. This will be time-consuming for large data sets and, thus, a better robust automation
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of the code will be necessary.

2.9 Summary on simulation results

In this thesis, spectro-astrometry is applied to the detection of stellar surface structures,
cf. Chap. 4. The detection limits on cool/hot spots on the individual targets are listed in
that chapter. Here, a more general image on the capabilities of the method is presented.
Even though only the special case of spots on a stellar surface is evaluated, the set of
possible configurations is large. Thus, some important sub-cases are studied here. First,
a single spot scenario is considered. The slit of the spectrograph can always be oriented
along the direction of the spot which leads to spectro-astrometric signatures of maximum
amplitude in this direction and to no signatures at all in the perpendicular direction.
Without loss of generality, the longitude of the spot also can be kept constant for the
simulations as a change in longitude can be compensated by a rotation of the slit and a
variation of the latitude5 of the spot. To compare the signatures of a spot at different
distances from the centre of the stellar disk requires the consideration of the azimuthal
orthographic projection: an observer at the Earth only observes the projection of a stellar
sphere to his detection plane. Thus, the area of the spot appears to be smaller at higher
latitudes until it reaches zero for a very small spot at a latitude of 90◦. It can be shown that
the apparent area Aap correlates with the true area Atr for a latitude of λ as Aap = Atr ·
sin(λ). This is only valid for very small areas for which the assumption λ = const. is true
over the whole area. As this relation is simple it is easy to transform projected area to true
area. For convenience, in the following, only projected areas are considered. This motivates
the definition of the spot coverage factor e as the projected percentage of the stellar disk
which is covered by spots. Figure 2.8 depicts the relative detectability of spectro-astrometry

Figure 2.8: Relative detectability of a one spot scenario with respect to the reference configuration

of e = 0.1 and ∆R = 0.2. In the left plot, the spot size is varied, in the right plot, the distance of

the spot centre to the centre of the stellar disk (measured in stellar radii) changes.

for the single spot case. Relative means that an initial spot configuration is defined to have
a detectability of 1.0 and the limit for other spot configurations is compared to that value.
The reference detection limit can then be calculated individually for different parameters
as, e.g., signal-to-noise ratios and spectral contrast of the spot SED with respect to the
background atmosphere SED. Figure 2.8 shows the detectability over spot size as well as

5Throughout this work, the latitude is counted from the centre of the stellar disk, regardless of the true

equator of the star. The same applies to the longitude.
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over the distance of the centre of the spot to the centre of the stellar disk6. The curve
plotted in the figure was obtained by considering C(λ) and W(λ). Those detectability
values do consider that spatial spectro-astrometric amplitudes for spots are smaller in
W(λ) than in C(λ) and that the S/N-limit also is worse for W(λ).
Considering more complex spot configurations is not possible in a general way because
the set of configurations is too large. The results of the simulations on one interesting
case are depicted in Fig. 2.9: two spots are placed on the stellar disk; one in the northern

Figure 2.9: Relative detectability for a two spot scenario with the same reference scenario as in

Fig. 2.8. The two spots reside at a longitude of zero and on different hemispheres. One spot is

fixed, the position of the second one is varied.

hemisphere and one in the southern hemisphere. Both reside at a longitude of zero degree,
the latitude of one spot is fixed and the latitude of the other spot is varied. Both spots
have identical size and spectral contrast. If only the position spectrum is evaluated, two
spots of identical parameters at contrary latitude, i.e., φ and −φ, do not lead to any
features. However, there are features in the width spectrum which are larger than for
a single spot. This allows to detect such a two-spot scenario and to distinguish it from
a single spot scenario, cf. Sect. 4.3.2. However, a detection of features showing up only
in W(λ) is more difficult than detecting features in C(λ) because of the S/N-limitation,
cf. Eq. (2.6).

2.10 Other work

During the last decade, several publications have appeared on spectro-astrometric studies
of different astronomical objects. I present here a summary on those works which are the
most important ones.

2.10.1 Binary detection

The modern concept of spectro-astrometry was first introduced by Bailey (1998). He pro-
posed to use a CCD-equipped longslit spectrograph to measure the wavelength-dependence
of the position spectrum. He noted the appearance of instrumental artefacts and suggested

6In these simulations, the stellar disk was taken to be two-dimensional with circular spots. However,

for increasing e-values, the spot shape was changed in the way that for e = 0.5, one hemisphere of the star

is completely covered by a spot and the other hemisphere is spot-free.
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to obtain exposures at anti-parallel slit orientations to get rid of any instrumental effects.
He observed a sample of 19 pre-main-sequence binaries at four position angles of which two
were orthogonal and two the corresponding anti-parallel ones. The Hα emission line was
used as spectro-astrometric indicator. The data has an average rms noise level of 5 mas
and the author was able to confirm almost all previously known binaries in the sample with
separations down to 100 mas. This work demonstrates the capability of spectro-astrometry
to resolve binaries but also points out that the binary separation can only be determined
with the position spectrum alone if the spectral energy distributions of both components
are known.
Takami et al. (2003) studied several pre-main sequence stars with spectro-astrometry for
binarity and outflows. They found various binary stars and some targets with monopo-
lar and bipolar outflows which are not uncommon for pre-main sequence objects. The
authors mainly followed the suggestions of Bailey (1998) to ensure the quality of the
spectro-astrometric quantities. As the seeing was way larger than the slit width, artefacts
were of no importance to their data after anti-parallel subtraction. However, the spatial
resolution only reached several tens of milli-arcseconds.

2.10.2 Outflows

VLT/UVES data were used by Whelan et al. (2005) to detect an outflow from a ρ Ophiuchi
brown dwarf. Oxygen I and Hα emission lines were used as tracers of spectro-astrometric
signatures. The 1σ error of the centroid position is about 15 mas due to the low brightness
of the target. The detection is 3σ-significant but the kinematic shape of the feature is
not clear. The authors do not perform a real modelling of the signatures and also do
not discuss the possibility of artefacts being responsible for the features. This would be
especially interesting as the slit width was chosen to be larger than the seeing.

2.10.3 Disks

Kinematic spectro-astrometric signatures are caused by velocity fields. Stellar disks are
a possible origin of such features and a closer investigation allows to determine the size,
orientation and inclination of a disk with spectro-astrometry. This was aimed at by studies
of Oudmaijer et al. (2008) and Pontoppidan et al. (2008). The first work tried to find disks
around two bright Be-stars and reached a rms-noise level in the position spectrum of about
0.4 mas. Despite the good data quality, signatures in the position spectrum could not be
found. The latter work presents observations on three protoplanetary disks with a dust-
gap. Molecular gas was detected in these gaps for all three disks by modelling kinematic
spectro-astrometric signatures in the position spectrum. Anti-parallel subtraction was
performed by the authors to get rid of instrumental artefacts. From the publication, it
is not entirely clear whether or not artefacts could entirely be removed and whether the
signatures attributed to the target are in deed real. However, the authors state that they
could determine the orientation and inclination of the disks with a precision of about
1◦ − 2◦.

2.10.4 Instrumental artefacts

A first analysis of instrumental artefacts in spectro-astrometric position spectra was con-
ducted by Brannigan et al. (2006). They made a simple two point source simulation in
order to show that asymmetric PSFs lead to artefacts in the position spectrum. The
authors find that the shape of the artefacts differ from the target-induced signatures of
a binary and that the amplitude of artefacts diminish for decreasing slit width. They
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recommend to obtain exposures using a slit width smaller than the seeing width and to
take longslit spectra at anti-parallel slit orientations.

2.10.5 Remarks

The above summary shows that important scientific results have been obtained with the
technique of spectro-astrometry in the last decade. It was proven that the detection of
binary stars, stellar outflows and of circumstellar disks is possible. However, none of the
cited publications uses the width spectrum to constrain the target models, if a model
process is done at all. This is particularly important as it is shown in this work that the
best-fitting models obtained only with the position spectrum are not necessarily correct,
cf. Chap. 4. The investigation of instrumental artefacts is very often neglected in spectro-
astrometric publications and the authors in some cases fail to convincingly show that the
detected signatures are target-induced. All authors apply the anti-parallel subtraction
method and do not systematically study the behaviour and variations of artefacts. This
emphasises that there is potential left to be exploited for future spectro-astrometric studies,
even with the currently achieved noise levels.
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Chapter 3

CRIRES giant star data set &

Data reduction

This chapter describes the data set on the giant stars RS Vir and TW Oph and the
data set on α Centauri A as well as the data reduction procedure that should be applied
before and after extracting spectro-astrometric signatures. The chapter is structured as
follows: section 3.1 describes the target selection criteria, some basic target properties and
the observing procedure. The section on the data reduction process, Sect. 3.2, discusses
a spectro-astrometry-suited method to detect bad pixels and analyses the following re-
duction steps with respect to their impact on the spectro-astrometric quantities: longslit
spectrum trace correction, sky background subtraction, flat fielding, detector non-linearity
and image distortion corrections as well as wavelength calibration.

3.1 CRIRES giant star data set

The scientific goal of this work with respect to the application of spectro-astrometry to
astronomical targets is the detection of surface structures on cool giant stars. With this
intention the observations were planned and performed as described below.

3.1.1 Instrument and target selection

The detection of structure in astronomical sources with spectro-astrometry requires the
spectral energy distributions of the different regions of this structure to differ significantly.
Projected to our case of cool/hot spots on a background stellar atmosphere this means
that it is important for the spots to have significantly different SEDs (in contrast to the
atmosphere). The lines of the 12C16O − ∆ν = 2 band transitions at λ ≈ 2.3µm are very
temperature sensitive. The cooler a spot the deeper the CO absorption lines. Furthermore,
the lines are numerous. This allows for a discrimination of spots of different temperature
and for the application of cross-correlation to increase spatial resolution. Thus, an instru-
ment was required which operates in the near infrared (NIR), features high spectral reso-
lution and ideally is connected to a large telescope with adaptive optics. The latter helps
to maximise the attainable spatial resolution, see Sect. 2.4. The VLT/CRIRES spectro-
graph is the instrumentation of choice for performing spectro-astrometric observations in
the near-infrared: It allows for NIR, high spectral resolution spectroscopy (≈ 1.0−5.0µm
at R ≤ 100, 000) in conjunction with an adaptive optics system at a 8.2m-VLT telescope.
Target selection was performed according to some simple criteria. The stars have to (a) be
late spectral type giants or supergiants (i.e. K-, M- or C-type), (b) have a large apparent
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Table 3.1: Some basic parameters of the targets: spectral type, effective temperature, dis-

tance, apparent diameter, variability type, photometric variability period, maser emission.

TW-Oph RS Vir References

SpT C5.5 M6–M8 (a), (b)

Teff [K] 2450 2160 ± 133 (c), (d)

D [pc] 280–450 360–700 (e)

d [mas] 11 8 (f)

ξ [km/s] 2.2 — (g)

C/O 1.2 1.0 (h)

var.type SRb Mira (a), (b)

period [d] 185 354 (a), (d)

maser – H2O, OH, SiO (b)

(a) Sloan et al. (1998); (b) Herpin et al. (2006); (c) Bergeat and Chevalier (2005)

(d) Van Belle et al. (2002); (e) Perryman et al. (1997); (f) Richichi et al. (2005)

(g) Lambert et al. (1986); (h) Eglitis and Eglite (1995)

diameter and (c) be observable from the VLT-Paranal site. A large diameter leads to large
spectro-astrometric signatures. Furthermore, the objects should (d) not be strongly veiled
by dust lest surrounding material influences the spectro-astrometric spectra of the stellar
disk. If the targets are chosen to be (e) very bright, very high S/N can be reached in very
short integration times. I searched the CADARS (Pasinetti Fracassini et al., 2001) and
CHARM2 (Richichi et al., 2005) databases for any star matching all of the above criteria.
Both catalogues together contain any star for which the apparent diameter to date has
been measured1. The resulting complete set of candidate targets contains some 66 stars
and includes stars with apparent diameter of more than 8 mas. Another strong restriction
for target selection is placed by the minimal integration time of the CRIRES instrument.
This limits the maximum brightness of observable targets since the detector saturates for
brighter stars, as CRIRES does not have neutral density filters to dim the light beam.
In a few cases the wavefront sensor of the adaptive optics also places such a brightness
limit lest the avalanche photo diodes of the sensor take damage from overexposure. Re-
specting all of the constraints above, I initially aimed at stars with an apparent diameter
of 15 − 30 mas. However, after it turned out that for technical reasons the true minimal
exposure time is 1.0 s instead of 0.1 s, I had to limit the attainable targets to diameters of
6− 12 mas. The probability that surface structures can be detected on these smaller stars
is naturally smaller as well. In the future, the huge brightness of targets will probably
no longer be problematic as additional neutral density filters are expected to be available.
Table 3.1 lists some basic properties of the two objects which were eventually chosen as
targets. Both stars are cool giants. TW Oph has an increased C/O-ratio and, hence, falls
into the category of carbon stars. It is semi-regularly variable with a period of 185 days.
RS Vir in contrast is a Mira-variable star at a period of 354 days and has water-, OH-
and silicon oxide maser emission in the surrounding dust/gas envelope – see the references
given in the table legend. Both stars are asymptotic-giant-branch (AGB) stars and are
slightly veiled at optical wavelengths. However, their evolution is not yet very advanced
as they are very bright in the near-infrared. No high mass loss rates have been detected,

1I only considered objects whose diameters have been determined by direct methods such as interfer-

ometry and lunar occultation, excluding methods like spectrophotometry, as they are more likely to deliver

reasonable results.
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cf. Herpin et al. (2006); Bergeat and Chevalier (2005). Both targets are single stars and are
not known to show any peculiarities which could affect the spectro-astrometric signatures
of the stellar surfaces. The two stars RS Vir and TW Oph were the optimal targets for
spectro-astrometry with CRIRES at the time of the observations and were the stars with
the largest apparent diameters of all target candidates which met all constraints placed by
the instrument. Hipparcos and Tycho photometric observations (Perryman et al., 1997;
Høg et al., 2000) of the two objects exist in the form of sparsely sampled time-series.
It allows to identify the stated periods but it cannot trace the impact of surface spots
on the photometric target brightness. The southern position of the targets on the sky
(Dec ≈ −20◦) prevented photometric observations with the Oskar-Lühning-Telescope of
our institute. Since the time scale of changes of surface features on supergiants can vary
strongly, very long term photometric observations would be required to detect surface fea-
tures photometrically. The interpretation of such data would be difficult as photometric
variability is caused by various stellar phenomena. Thus, photometric observations are
not expected to be a useful addition to spectro-astrometric data.

3.1.2 Observations

I obtained four hours of service mode observing time at the VLT/CRIRES facility in
period P79 (April–September 2007). With this time budget I decided to observe two
giant stars at four position angles each. These are 0◦, 90◦, 180◦ and 270◦, thus yielding
information at two truly different (and orthogonal) slit orientations and at two anti-parallel
ones. Since the main goal of the observations was an investigation of the technique of
spectro-astrometry (i.e. not a purely scientific application) I decided in favour of the anti-
parallel orientations rather than using four independent orientations. The latter would
have allowed to place stronger constraints on the best-fitting spot models, whereas the
former allowed to compare the artefact removal algorithm to the anti-parallel subtraction
method, see Sect. 2.6. Along with the targets TW Oph and RS Vir two standard stars
were observed to identify telluric absorption lines in the targets’ spectra. Stars with very
few spectral lines in the wavelength range in question are optimal to achieve this. Hence, I
chose the two B-type stars HD 173300 (for TW Oph) and HD 121263 (for RS Vir) to serve
as reference. They are close to the corresponding targets on the sky (minimising telescope
movements) and at the same airmass, meaning that light traverses the same path length
through the Earth’s atmosphere. The reference stars have apparent diameters of less than
one milli-arcsecond and have not been reported to consist of multiple components. As a
consequence there is no spectro-astrometric signature to be expected. Time constraints
restricted us to observe the reference stars at only one arbitrary slit orientation. Because
of the brightness of all targets, very high S/N could be obtained in short integration
times. However, the greatest part of observing time was consumed by the overheads
that resulted from the change in position angle by using the image derotator of CRIRES.
Thus, I had to plan observations in the way that all exposures at a specific position
angle were performed consecutively2. To be able to compare the SEDs of the target
and the standard star, both were exposed to yield similar S/N. As an important issue in
planning spectro-astrometric observations direct averaging of individual exposures by the
instrument software should be avoided. A standard practice is to co-add NDIT3 exposures

2Recently the instrument software supports quick derotator changes with overheads of just a few seconds

in contrast to six minutes when our observations were performed. This allows for exposing at alternating

position angles. The latter could, to some degree, improve the quality of the anti-parallel subtraction

method.
3The integration time of a single exposure is called DIT in ESO terms. The number of co-added

exposures to yield a single FITS-file is named NDIT. Thus, the total integration time per FITS-file is
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Table 3.2: Short summary on the service mode observing run on TW Oph and RS Vir,

ESO programme ID 079.D-0710. Numbers are with respect to individual exposures except

where stated otherwise.

TW Oph RS Vir

date 2007-07-26 2007-04-23/25

total integration time 0.75h 0.75h

slit orientations 4 4

max. S/N at continuum 1000 750

max. CO-line depth 85 % 75 %

seeing [arcsec] 0.60-1.2 0.7-1.2

PSF FWHM width [arcsec] 0.21-0.7 0.25-0.7

Table 3.3: Some basic parameters of α Centauri A: spectral type, effective temperature,

mass, metallicity, rotation period, distance, apparent diameter.

α Centauri A

SpT, Teff , M/M⊙ G2V 5810 ± 50 K 1.105 ± 0.0070

Fe/H, Trot, D, d 0.22 ± 0.05 22 d 1.33 ± 0.01 pc 8 mas

log(g) 4.3

References Eggenberger et al. (2004)

immediately after integration such that only a single FITS-image is written. Usually that is
done to enhance the S/N of the FITS-files and to keep the number of images low. However,
in the case of spectro-astrometry such a procedure has a drawback: because atmospheric
conditions change on short time scales, as a result, exposures that were taken at different
seeing qualities and artefact amplitudes are averaged. If, in contrast, every exposure is
registered individually one can select those with minimal artefact amplitudes to obtain
better spatial resolution4. The co-addition of extracted spectro-astrometric quantities is
anyway possible later-on. For the observations of the two giant stars I applied a NDIT of
ten but would now recommend to change it to one for further observations as there is no
advantage in using a NDIT of more than one. A summary of the observations is given in
Tab. 3.2.

3.1.3 α Cen data

In the course of another project in my working group, VLT/CRIRES data on α Centauri A
has been obtained at six different position angles in the M-band5. This data is suitable
for spectro-astrometric analysis. See Tab. 3.3 for some basic parameters. Although that
target is no giant star but a solar-like G2V star it has an apparent diameter of 8 mas
because its distance to the sun is only 1.3 pc. Thus, the detection of large surface spots
on α Cen is possible. The star has been observed in the fundamental CO − ∆ν = 1
band transitions at λ ≈ 4.7µm. With this data spectro-astrometry could be tested in the
M-band. Spectra were taken at six almost equally spaced slit orientations. The average

T = NDIT · DIT.
4As discussed later on, cf. Sect. 4.3, artefacts do indeed vary significantly between exposures taken

less than a minute apart. A likely reason is that the actual AO-influenced PSF varies from exposure to

exposure.
5The aim of this other project is to determine the spin orientation of the star.
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S/N is 120 per exposure in the continuum. The sky background is much stronger than in
the K-band and there are several atmospheric emission lines. The corresponding results
are also presented in Chap. 4.

3.2 Data reduction

3.2.1 Bad pixel detection and masking

As it has already been discussed in the previous chapter, bad pixels can affect the fitting
procedure used to evaluate C(λ) and W(λ) and impair those two quantities seriously. Here,
real bad detector pixels and pixels affected by cosmic ray hits are both summarised by the
term bad pixel. Thus, a removal or at least a masking of bad pixels is required. Masking
means that bad pixels are detected and the corresponding spatial profile is indexed in a
so-called bad profile mask. If the pixel cannot be corrected for, one can choose to ignore
such profiles in the following extraction and analysis process. I will show how the detection
algorithm works and whether a correction of bad pixels works successfully.
The standard procedure of bad pixel detection is not used here6. Instead, first, strong
outliers are removed: the median count value over the full spatial profile is evaluated and
any pixel that deviates by more than three standard deviations is marked as bad. Then,
pixels have to be detected which differ only slightly from the linear behaviour. For that
I take advantage of the facts that the spatial profile of the long-slit spectrum varies only
slowly with wavelength and that only pixels lying inside the region used for fitting are
relevant. If the former is true, it allows us to compare each spatial profile with a template
profile. The template should be formed by averaging a sufficient number of profiles that are
a) known to be free of bad pixels and b) taken from a small range in wavelength to avoid
changes in the spatial profile. In short, the detection procedure works as follows: first,
an initial template profile is formed. The algorithm then loops over all spatial profiles. If
the profile currently under investigation, henceforth current profile, deviates significantly
from the template, it is rejected and marked as bad. Otherwise it is considered good and
the template constituent that is farthest away from the current profile is replaced with
the current profile. Then the loop continues to the next profile. This procedure ensures a
dynamic template, i.e., it adapts to a slow change of the spatial profile with wavelength.
This overview lacks important details:
a) Finding sound profiles as constituents of the initial template profile is critical and
difficult for real data. If one simply chooses to average the first N profiles of a longslit
spectrum the risk of bad pixels influencing the initial template is too large. Instead, one
draws N profiles randomly from the first five to ten times N profiles and form an average
profile. This procedure is repeated a number of times. Then, the two most deviating
average profiles are removed and one of the typical average profiles is taken as initial
template7.
b) Comparing or averaging two or more profiles requires them to have identical centroid
positions with respect to the sampling pixels. Differences in the centroid can either be
caused by spectro-astrometric signals or by tilted longslit spectra8. Because of the targeted
accuracy in spatial resolution, it is important to register the profiles to sub-pixel accuracy,

6Usually one uses two flat field exposures of vastly different exposure level. One is divided by the other

to check for non-linearly behaving pixels.
7This procedure is only necessary if the choice of the initial template profile has to be done automatically.

Choosing N profiles manually will lead to the best initial templates. However, when dealing with large

amounts of exposures this is impracticable.
8Most longslit spectra are significantly tilted with respect to the detector rows or columns.
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see below. A cross-correlation algorithm is used to obtain the optimal shift: for each trial
shift, the χ2 measure is evaluated for the difference of the current profile and the template
profile. The shift with the smallest χ2 value is then applied to the profile.
c) One judges a profile to deviate significantly from the template if at least one pixel of
the current profile deviates by more than three σpix from the template profile. Here, σpix

is the standard deviation of each template pixel which is evaluated by summing over the
template’s constituents.

Detection method: detecting bad pixels in this way relies on the ability to register
profiles to subpixel accuracy. There are two obstacles in reaching this aim. First, a
bad pixel does already influence the procedure of finding the optimal shift. If the shift
eventually applied is offset from the true one, one or even several good pixels can be judged
to be bad and vice versa. Nevertheless, that method still is very successful in detecting
bad profiles rather than bad pixels because the true shift will be found if there is no bad
pixel. Hence, good profiles will be recognised as such. If one ignores the bad profiles in
the analysis of the spectro-astrometric signatures, any influences are avoided. If, however,
many bad pixels are present, this profile masking can strongly reduce the number of useful
wavelength bins. The second obstacle is the shifting procedure itself. Because of the finite
pixel sampling of the spatial profile, sub-pixel shifting is necessary. Gaussian shifting9

cannot be used even if the basic profile is Gaussian since any outlier would first affect the
fitting procedure and second, of course, the outlier itself could not be shifted at all with
this method. Naturally, (linear) interpolation is also utterly useless in this case.
Thus, I always applied Fourier transform shifting in this work when sub-pixel shifting was
necessary, see e.g. Stone et al. (2001). It is a method of image registration frequently
used in many fields of science, e.g., satellite imaging and medical imaging (computer
tomography and magnetic resonance imaging). The basic idea is that a shift in spatial
coordinates corresponds to the multiplication of a complex phase in frequency space. If
f(x) and F (ω) represent a continuous function and its Fourier transform, respectively,
then

f(x− x0) = F−1
(

F (ω) · e−jωx0

)

, (3.1)

with F−1 being the inverse Fourier transform. In the case of two-dimensional images the
procedure is equivalently done with the Fourier transform in two dimensions. The above
relation is exactly true for continuous functions only. Real images, however, are neither
continuously sampled nor free of noise. If the sampling rate of the profile is too low,
aliasing occurs in frequency space and leads to artefacts in the shifted image – compare
Stone et al. (2001) for more details. I applied the procedure to the spatial profiles of
longslit spectra and found that it works very well without noticeable artefacts in the shifted
profiles. This is to be expected as long as the profiles do not contain any high-frequency
information10. The spatial sampling rate needs to be large enough to contain all relevant
frequency information. Noise in the profiles has to be very low because noise contributes
to the high-frequency region. I performed a simple test to quantify the behaviour of the
shift algorithm with respect to profile shifting: two ideal Gaussian profiles with centroids
at x1 and x2, respectively, were created at a given S/N and spatial sampling. The Fourier
transform method was then used to shift one of the two profiles to the centroid position
of the other. Finally, the difference profile was used to evaluate the quality of the shifting
procedure. The spatial sampling as well as the S/N were varied. I found that the procedure
introduces shifting noise at an amplitude of less than one percent if the S/N of the data

9Fitting a Gaussian to the profile and evaluating the function at the points x
′

i = xi + ∆x, where ∆x is

the shift, to obtain the shifted profile
10High-frequency, here, means frequencies larger than the Nyquist frequency.
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is above 10 for usual profile sampling. Hence, shifting noise can be generally neglected for
our data – in case of very small profiles it may become a serious issue. In the latter case
also other problems occur, cf. Sect. 2.4.

Interpolation method: In principle interpolation over bad pixel is feasible and can be
used to reliably replace those pixels. Simple linear interpolation using both adjacent pixels
is insufficient if the profile is not extremely oversampled because its shape is distorted. A
better approach is to use the value of the best-fitting Gaussian as replacement, excluding
the bad pixel before fitting. A third method replaces the bad pixel by the corresponding
pixel value of the template after scaling it to the current profile’s amplitude and shifting it
to a common centroid position. Both methods, theoretically, work well; the first under the
premise that the profile is Gaussian. The critical point is whether the bad pixel detection
routine correctly found the bad pixels. As discussed above, it may well be that a profile
is identified as bad but the bad pixel within this profile cannot be identified correctly. Of
course this renders an interpolation over the pixel impossible. The situation becomes even
worse if more than one bad pixel is present in a spatial profile.

Summary: The bad pixel treatment can be summarised as follows. Bad profiles/pixels
are first detected by comparing each spatial profile of the longslit spectrum to a dynamic
template profile. Since it is unclear how reliable the detection of individual bad pixels
works I proceed as follows: bad pixels are replaced by the corresponding value of the
scaled and shifted template profile and bad profiles are marked as such in a bad profile
mask. This allows for a later crosscheck for coincidences of features in C(λ) and W(λ)
with entries in the bad profile mask. A subpixel shifting algorithm is vital for the above
steps to work properly. I implemented a Fourier transform based algorithm and tested it
to work well under most conditions which are relevant for bad pixel detection. I performed
the detection algorithm on the raw longslit spectra, i.e. before the flatfielding and before
the A–B background subtraction, see below. Both bad pixel masks are then added to yield
the A–B pair mask. If flatfielding is applied to the pair spectrum or to the individual A-
and B-spectra, the detection code is rerun after the flatfielding to check for additional bad
pixels induced by the flatfield exposure.

Simulated & CRIRES data: First, several simulated longslit spectra of varying S/N
and bad pixel content were processed by the algorithm. Later, the code performance was
evaluated for the real CRIRES data set. The detection of strong outliers works perfectly
and removes hot/cold pixels as well as large amplitude cosmic ray hits. For the simulated
data, the input bad pixel were compared to the detected ones. Under realistic conditions
the algorithm performed very well. Realistic here means that S/N and spatial profile are
within usual parameters. Although the possible scenarios are numerous I summarise the
findings for Gaussian or Gaussian-like profiles: a) the spatial profile needs to be sampled
by at least six pixels (covering 95% of its area) for the code to succeed in most cases; b)
bad profiles are always detected if the count value of the bad pixel is at least some percent
above/below the true value of the pixel, i.e., if the pixel was not a bad pixel, and c) if the
amplitude of the bad pixel exceeds some level, but remains below the median cut-off level,
the determination of the shift will be affected such that only the profile as a whole is found
to be bad. The values of both levels vary, depending on the exact scenario. However, it
is important to estimate the impact of undetected bad pixel on the spectro-astrometric
quantities. If a typical value of three percent is assumed for the lower level and one bad
pixel in a Gaussian profile, this translates into an uncertainty in the centroid position of
about 1/1000 pixel. This value was obtained for very high S/N in order to avoid noise
contributions. For various simulation scenarios about 97% of bad pixels/profiles were
detected if the bad pixel amplitude exceeded three percent. If a similar performance is
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achieved for real data, residual bad pixels are of no concern. Those only lead to spurious
false peaks in C(λ) and W(λ) and, hence, can be identified because of missing correlation
with the targets SED. Application of the code to the CRIRES data set yields an average
detection rate of 15 per detector chip. There are 1024 pixels in total per chip in dispersion
direction giving a bad pixel fraction of roughly 1.5%. The pixel scale in spatial direction
is 84 mas per pixel. The influence of undetected bad pixels can be completely neglected
assuming the above 1/1000 pixel uncertainty.

3.2.2 Trace correction

Another reduction step which has to be implemented to meet the requirements of spectro-
astrometry is the detection of the longslit spectrum’s trace. The term trace designates
the absolute position of the spectrum on the detector in spatial direction. Spectro-
astrometrically speaking, it is identical to the centroid position. The main contribution
to the trace, however, results from the longslit spectrum being tilted and/or curved with
respect to the detector rows and columns. The trace is important in standard spectrum
extraction in order to optimally extract the one dimensional spectrum of the target. When
reducing data for later spectro-astrometric analysis, the trace needs to be corrected for,
too. Otherwise, the comparison of different exposures and the comparison of observed
and theoretically modelled data is impossible. In principle, one can try to describe the
trace with the help of the grating equation and knowledge about the instrumental setup.
This is not done in the following as spectro-astrometric analysis requires the correction of
the trace to be much better than the desired spatial resolution. This is much easier and
instrument-independent to achieve by the following procedure: first, the C(λ) and W(λ)
are extracted, see Chap. 2, for all λi with i = 1, . . . ,M where i denotes the ith pixel of
the detector and M the number of pixels in the dispersion direction. Then, for each i, the
N -average values C̄i,N , where

C̄i,N =
1

2N

N
∑

j=1

[C(λi−j) + C(λi+j)] , (3.2)

are evaluated. The final centroid (Cf) values are then obtained by Cf(λi) = C(λi) − C̄i,N .
The same is done for the width spectrum W(λ). The choice of N is critical as there is
always a trade-off between optimal trace removal and the conservation of the spectro-
astrometric signatures. The smaller the value of N the more accurately the true value of
the trace could be estimated if there were no small-scale variations in the centroid position.
The larger the value of N the less such variations influence the determination of the trace
but the less accurate the trace position can be obtained. Spectro-astrometric signatures
indeed are variations in the centroid position and do directly influence the determination
of the trace. Hence, N should be chosen to be much larger than the expected maximum
width of those signatures. If N is chosen too small, spectro-astrometric signatures will be
changed by the trace removal procedure.
The trace correction method was tested using different data sets obtained with different
instruments and proved to yield excellent results. Figure 3.1 depicts one example of C(λ)
extracted from a CRIRES spectrum of TW Oph with and without trace correction. Only
a spectrum which contains lines of vastly different width could result in failure of the
above method because then N cannot be chosen optimally for narrow and broad lines at
the same time.
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Figure 3.1: The graph contains the position spectrum C(λ) extracted from a raw longslit spectrum

of TW Oph. The upper curve represents the spectrum before, the lower one after trace correction.

The former shows a strong tilt and some curvature that is completely removed in the latter. The

scale of the spatial axis is milli-arcseconds with a pixel scale of the detector of 87mas. The scale

parameter is N = 20.

3.2.3 Standard data reduction

In this section I discuss the data reduction steps which are commonly used when working
with longslit spectra. Each step is questioned whether or not it is improving the quality
of the extracted spectro-astrometric signatures.

3.2.3.1 Background subtraction

It is common practice to record longslit spectra in so-called nodding cycles. This means
that the telescope is moved slightly between different exposures. The spectra, thus, are
recorded at different positions on the detector. A common nodding scheme is ABBA, which
means that two different positions A and B are used in the denoted order. Thereafter, the
scheme is repeated until the desired number of spectra has been obtained. By subtracting
A from B exposures, or vice versa, an effective removal of the background is achieved as
long as the background itself does not vary on small spatial scales and if it does not vary
faster with time than the time spacing of the two exposures. For the near-infrared data
used in this work this requirement was well met. Hence, the A–B subtraction was applied
for all exposures.
A good background subtraction is important for the extraction of the centroid/width
spectra lest the background influences the Gaussian fitting process. Thus, the subtraction
has to be done either before the extraction process, e.g., via A–B, or during the fitting
process itself by fitting a Gaussian plus a low-order polynomial. For the data sets used here,
the A–B method was applied and an additional polynomial fitting of the spatial profile
was found to increase the background subtraction quality not at all. A disadvantage of the
A-B subtraction is that it increases the number of bad pixels which fall into the target’s
spectrum as bad pixels from the background region of the B exposure are subtracted into
the spectrum region of A and vice versa.

3.2.3.2 Flatfielding

The individual pixels of a detector chip are non-uniform in sensitivity. To compensate for
this, a homogeneously illuminated field is recorded with the same instrument configuration



52 CRIRES giant star data set & Data reduction

as is used for the science exposures. This is done by either obtaining sky exposures during
dusk and/or dawn or by observing a uniform area in the telescope dome which is lit by a
lamp. Such a flatfield exposure documents the sensitivity of the pixels. By normalising it
to one and then dividing it into the science exposure, the sensitivity deviations are ideally
removed. The ins-and-outs of flatfielding are not discussed here since I take them to be
common knowledge in the astronomical community11. Flatfielding is also expected to im-
prove the quality of the extracted C(λ) and W(λ) spectra. Non-uniform pixel sensitivity
leads to distortions of the spatial profile and, hence, affects the profile fitting procedure
directly. This problem is corrected by flatfielding.
Flatfield images were obtained during daytime calibration time with the same instrument
configuration as used while observing the targets. This procedure was necessary to max-
imise on-target observing time. Because flatfields are not expected to vary on short time
scales the time difference between calibration and science exposures is non-critical. No
significant differences could be found between flatfields obtained in April and June 2007
supporting this assumption. I used dome flatfields exposed with and without lamp illu-
mination and median-combined the individual images. Lamp response was removed by
fitting and subtracting low-order splines to spatially collapsed flatfields. To test if and how
strong an improvement can be seen in the relevant quantities C(λ) and W(λ) is extracted
for longslit spectra of the data set before and after flatfield processing. Although only
marginal, there is, on average, a lower noise in the spectro-astrometric quantities after
flatfielding. The improvement varies from exposure to exposure and is about one to three
percent.

3.2.3.3 Detector non-linearity and odd-even effect

The detectors of the CRIRES instrument suffer from non-linearity and the so-called odd-
even effect. The latter means that every other pixel row or column has an offset in count
value from the mean, see Fig. 3.2 for a raw CRIRES longslit spectrum. The amplitude
of the effect is different for each of the four detector chips. It depends on the count level
and, hence, the integration time of the exposure. The non-linearity is significant above
4000 ADUs (analog-digital-unit). According to the ESO Online CRIRES material12 both

Figure 3.2: The left graph shows a raw CRIRES longslit spectrum with a strong odd-even effect.

In the middle panel, the non-linearity correction has been applied. The A-B subtraction has then

been performed to obtain the right image. For the latter, the grey scale had to be adjusted.

effects can be minimised. Therefore, flatfield exposures of increasing integration time
have to be obtained. Then, a second order polynomial is fitted for each pixel individually,
I(x, y) = A(x, y)+B(x, y)·DIT+C(x, y)·DIT2. Assuming that the non-linearity gradually
vanishes with decreasing intensities the true signal is Itrue = B · DIT. Thus, after the
determination of the coefficients A, B and C, the correction can be applied. For integration

11The ins-and-outs are, e.g., lamp response correction and slit illumination correction. Each of these

topics can be quite tricky depending on the instrument. However, no unusual problems occurred when

dealing with the CRIRES data.
12http://www.eso.org/sci/facilities/paranal/instruments/crires/tools/
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times longer than two seconds the odd-even-effect can be removed almost completely. For
integration times shorter than two seconds, as mostly used in this work’s data sets, the
origin of the non-linearity is different, namely the final reset time of the detectors. Hence,
according to ESO, the correction does not work properly. Nevertheless, I applied the
procedure and found a significant improvement even for one second exposures, cf. Fig. 3.2.
SEDs extracted from the raw longslit spectra clearly show the odd-even effect. After the
correction the amplitude is significantly smaller. Finally, the A-B background subtraction
further diminishes that amplitude. Still more important is that no residual impact of the
non-linearity and odd-even effect can be seen in the C(λ) and W(λ) spectra.

3.2.3.4 Image distortion

Slit curvature is one reason why the longslit spectrum can show significant distortions.
Aberrations in the telescope and/or instrument optics are another source of this effect.
Fitting a two-dimensional polynomial to the longslit spectrum of a calibration lamp or
gas cell is a common way to correct for such distortions. Often this step is combined with
wavelength calibration, cf. Sect. 3.2.3.5. Applying the fit to that spectrum and all other
calibration and science frames removes the distortions if these can be represented by a
polynomial, or whatever functional form has been fitted for. The closer the wavelength
region is sampled by lamp/cell lines the better the correction will work. Figure 3.3 shows
a VLT/ISAAC raw lamp spectrum with obvious image distortions before and after the
correction. Image curvature/distortion directly affects the spectro-astrometric quantities

Figure 3.3: On the left is a VLT/ISAAC Thorium-Argon-lamp raw longslit spectrum. The

emission lines visualise the image distortions. The latter are easy to identify when comparing the

image with the right subfigure that shows the same exposure after distortion correction.

such that one needs to consider the impact on the analysis process. Curved spectral lines,
as shown in Fig. 3.3, demonstrate that points of constant wavelength no longer are per-
pendicular to the columns or rows of pixels of the detector. Hence, the spatial profile
would have to be evaluated at a curved path across the detector. Because of the discrete
sampling of the detector plane this is impossible. The fitting of a profile along detector
columns/rows, which is necessary to extract C(λ) and W(λ), thus does not yield the true
spectro-astrometric quantities. On a first glance it seems to be reasonable to correct for
such distortions and then start the extraction procedure. The quality of this procedure
depends both on the magnitude of the distortions and on the number and density of
lamp/cell lines.
Image distortions induce spectro-astrometric artefacts. This can easily be understood if
one assumes curved spectral lines and locally approximates them by tilted straight lines.
As shown in Sect. 2.6, tilted spectral lines are also a result of, e.g., elliptical PSFs and lead
to the characteristic artefacts discussed there. Therefore, another possibility to account
for image distortions is to omit the above procedure and, instead, try to remove those
artefacts together with PSF-induced artefacts. Because the success of the removal algo-
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rithm strongly depends on the correct choice of PSF-parameterisation I prefer to perform
distortion correction beforehand as it is unclear how distortions affect the PSF-shape. If
the distortions are strong and/or vary strongly over the detector this requires a dense
sampling of the wavelength range with lamp/cell lines. In case of weak distortions these
conditions can be relaxed. If the correction procedure is successful spectro-astrometric
artefacts are already diminished before the artefact removal procedure.

CRIRES data: Image curvature/distortion is close to non-detectable for data obtained
with the CRIRES instrument. Fitting polynomials to lamp longslit spectra yields that
distortions are less than 0.2 pixels over the whole spatial direction which consists of 512
pixels. Lamp exposures only contain few spectral lines and no gas cell was available at the
time of observations. Hence, I decided to omit distortion correction completely. The am-
plitude of any distortion-induced artefacts are small compared to PSF-induced artefacts.
I conclude that even if the former cannot be removed by artefact simulations they do not
limit the attainable spatial resolution.

3.2.3.5 Wavelength calibration

A spectrograph maps the incident light to the detector dispersing it in wavelength. Ideally
this mapping is linear in wavelength and light of a specific wavelength is always mapped
to the same point on the dispersion axis. In reality, this aim cannot be achieved and
the mapping is neither linear nor constant in time. Depending on the required accuracy,
different measures have to be applied in correcting the dispersion relation. A reference
lamp exposure is often used to fit the relation if medium accuracy is sufficient. Radial
velocity (RV) detection of extra-solar planets requires very high accuracy which can be
achieved by using a gas cell as reference. The latter often features numerous nearly equally
distributed lines over the whole detector. The wavelengths of these lines should be known
to high accuracy from laboratory measurements. In contrast to the lamp the gas cell lines
are superimposed on each exposure and can thus account for temporal changes. Again,
this is important for RV measurements as the changes in wavelength of spectral lines be-
tween different exposures are targeted at. Any effect which is not intrinsic to the observed
object affects such measurements, e.g., mechanic/thermal effects within the spectrograph,
the Earth’s rotation and revolution etc., and needs to be removed. If sufficiently strong
and numerous, telluric lines may also be used for wavelength calibration. Apart from tur-
bulence/wind these emission lines also have a constant wavelength. For some details on
the topic of precise RV measurements in general and the calibration accuracy of CRIRES
in particular see Seifahrt and Käufl (2008).
If a spectro-astrometric analysis of longslit spectra is aimed at, the issue of wavelength
calibration is easier because there is a fundamental difference to RV measurements: per-
forming the latter, one is interested in the shift in wavelength of spectral lines. A possible
target-intrinsic shift in radial velocity in most cases is both neither expected nor of any in-
terest in terms of spectro-astrometry. Here only the comparability of, e.g., C(λ) and W(λ)
between different exposures and of those quantities with theoretical models is required. In
other words, the distances between different spectral lines need to remain constant, i.e.,
the functional form of the dispersion relation needs to remain constant. An additive shift
in wavelength is irrelevant. The inter-line distances change far less between exposures
compared to the shift. As a consequence, one can use absorption/emission lines in the
target spectrum to relatively calibrate the dispersion relation. This guarantees a com-
parability of data obtained at different slit orientation and/or epoch. The procedure is
illustrated for the case of our CRIRES data set.

CRIRES data: I first extracted the C(λ) and W(λ) spectra and then applied the wave-
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length calibration. The dispersion relation is first determined by fitting third order poly-
nomial splines to a lamp spectrum which has been obtained during daytime calibration
time. The fitting and application of the dispersion relation is performed with the IRAF13

package. This package also allows to determine the wavelength-independent shift between
different exposures. Furthermore, the dispersion relation is also obtained by using the
strongest CO − ∆ν = 2 lines. I finally evaluated the precision to which the distance
between two spectral lines remains constant after calibration. Randomly, pairs of lines
and two exposures were selected and the distance of the line pairs determined for both
spectra. Then, the shift between the two distances is taken as a measure of the accuracy
of the calibration. If, e.g., an observed spectrum is to be fitted by a model, the best-fit is
determined by minimising the difference spectrum. Thus, it is important to investigate the
implications of residual wavelength calibration errors on difference spectra. Such errors
lead to artefacts in the difference spectra14. The amplitude of those artefacts can be easily
estimated by subtracting a spectrum from a wavelength-shifted version of itself. The value
of the shift here is identical to the calibration accuracy just obtained. Performing several
simulations using typical spectro-astrometric signatures and wavelength calibration accu-
racies one arrives at the calibration-artefact amplitudes. For the giant star data set, the
average calibration-artefact amplitude is 0.07 mas with the individual values lying within
[0.03, 0.10]mas. Considering these values, it is obvious that wavelength calibration errors
do not limit the precision of spectro-astrometry at the levels reached in this work; compare
the results in Chap. 4.

13Image Reduction and Analysis Facility of the National Optical Astronomy Observatory (NOAO)
14These artefacts are totally unrelated to the spectro-astrometric artefacts discussed before and only

result from subtracting two identical spectra which are slightly shifted with respect to each other.
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Chapter 4

Surface structure of cool giant

stars

The aim of this chapter is twofold. First, the methods discussed in Chaps. 2 and 3
are tested and applied to real astronomical data sets. Second, the scientific results are
presented for the giant star data set on TW Oph and RS Vir and for the M-band observa-
tions of the solar-like α Centauri A. The M-band data has been analysed, mainly, to study
whether the performance of spectro-astrometry in this wavelength region is similar to the
K-band case. The chapter is organised as follows: Sect. 4.1 states some details on the
synthetic model spectra which are used in the source modelling process. A short summary
on the data reduction steps that were applied prior to the spectro-astrometric analysis is
given in Sect. 4.2. Some common properties of the giant star data set are presented in
Sect. 4.3. The application of the artefact removal procedure, the analysis of target-induced
spectro-astrometric signatures and the source modelling process is discussed individually
for each target in Sects. 4.3.1, 4.3.2 and 4.4.

4.1 Synthetic PHOENIX spectra

An in-depth study of synthetic spectra of giants and supergiants and a comparison of
synthetic and observed spectra is beyond the scope of this work. Further theoretical
studies are needed to investigate this subject in detail, compare e.g. Lançon et al. (2007a)
and Lançon et al. (2007b). Hence, standard synthetic LTE-models like those of the GAIA
grid, Hauschildt et al. (GAIA), were used to compute the spectra which are needed to
constrain the spot geometry or the upper limits on spot coverage. As even the best-fitting
model spectra1 do not match the observed data perfectly, cf. Fig. 4.7 and Fig. 4.12, the
deduced geometries are affected by these differences. However, the uncertainties induced
by the synthetic spectra do not dominate the total model uncertainty due to the limits
placed on accuracy by the limited number of slit orientations and the residual instrumental
artefacts. The giant models apply a micro-turbulence velocity of ξ = 2 kms−1 which is
a common value for giant stars. It is, hence, often used if the micro-turbulence has not
been determined for a specific target. For RS Vir, there is no such measurement, whereas
observations of TW Oph yield evidence for a value of ξ = 2.2 kms−1, cf. Lambert et al.
(1986). Solar metallicity was assumed for the models but with a modified ratio of C/O
of 1.2 for TW Oph and 1.0 for RS Vir, cf. Eglitis and Eglite (1995). The former value

1Here, the best fit of a synthetic spectrum to an observed one is meant. The goodness-of-fit is judged

using the χ2-measure, cf. Sect. B.2.
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has been measured and the latter is a typical value for red giants of Mira-type. The solar
photospheric C/O ratio is about 0.50, cf., e.g, Allende Prieto and Lambert (2002). As the
12C/13C ratio is as large as 65 for TW Oph, Lambert et al. (1986), the 13CO lines are
expected to be weaker than those of 12CO. In general, to date, synthetic spectra of cool
(super-) giants and carbon stars do not reproduce observed spectra very well, see Lançon
et al. (2007a), in particular at low effective temperatures below 2600 K. As the density
in these stellar atmospheres are very low, local thermal equilibrium is unlikely. Non-LTE
synthetic models would be needed for a better modelling but consume large amounts of
computing time. For more details on the targets and their stellar parameters, see Sect. 3.1.
Synthetic spectra were calculated for effective temperatures between 1500 K and 4000 K
at steps of 100 K. The surface gravity was set to log(g) = −0.5, 0.0, 0.5 which are typical
values for supergiants.
A very different parameter set had to be used for the solar-like α Cen A. Models of the
GAIA grid were used to compute synthetic spectra for the α Cen A data set. The effective
temperature and surface gravity are known to be 5800 K and log(g) = 4.3, respectively.
The a priori known stellar parameters, cf. Tab. 3.3, were used as a starting point to fit the
observed SED. Typical temperature contrasts of solar spots were then used to simulate
surface structure on α Cen A. In contrast to the case of supergiants, modern synthetic
models for main sequence G stars very well reproduce observed data for most of these
objects.

4.2 Summary on data reduction

The data set on the two giant stars and the one on α Centauri A both have been obtained
with VLT/CRIRES, and, therefore, have similar characteristics with respect to data re-
duction. The difference is that the wavelength of the giant star data set is about 2.3µm
and 4.7µm for the α Cen A data. The sky background is brighter in the M-band and
varies faster with time and spatial coordinates compared to the K-band. I applied the
same reduction steps to both data sets except where stated otherwise.
Data reduction and analysis have been performed separately for each of the four CMOS
detectors of the CRIRES instrument. Bad pixel detection/correction, cf. Sect. 3.2.1, was
first applied to the raw longslit spectra and then repeated after flatfielding and again after
background subtraction. The detections were corrected for, if possible, and registered in a
bad profile mask. The masks of the three detection steps were added. The final bad profile
mask was used to check features in C(λ) and W(λ) for coincidence with bad profiles. For
CRIRES data, the total number of bad pixels/profiles is negligible (< 1 %) compared to
the total number of wavelength points. The first reduction step after the initial bad pixel
detection was flat field correction. A master flat field was used which had been constructed
by a three sigma clipped median combination of the individual lamp on minus lamp off flat
fields, cf. Sect. 3.2.3.2. The frames then were corrected for non-linearity and the odd-even
effect, cf. Sect. 3.2.3.3. Image distortions were found to be so small that their impact on the
spectro-astrometric quantities is far less than the S/N-limit, cf. Sect. 3.2.3.4. Therefore, a
correction was omitted. Because the sky background is spatially flat and does not change
on time scales comparable to the time spacing of exposures, the A-B subtraction scheme is
perfectly viable, cf. Sect. 3.2.3.1. C(λ) and W(λ) were extracted and corrected for the trace
of the spectrum and wavelength calibration was performed, cf. Sect.s 3.2.3.5 and 3.2.2,
respectively.
In Chap. 3, the residual errors of the above effects and reduction steps have been esti-
mated and they were found to be smaller than the S/N-limit for the CRIRES data sets.
Since the spatial resolution achieved by the analysis, cf. Sect.s 4.3, 4.4, is a factor of about
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three lower than the S/N-limit, other contributions dominate the total error budget. Un-
less there are unrecognised systematic error sources, I conclude that the reason is the
imperfect artefact removal.

4.3 TW Oph and RS Vir

As in many other applications in this work, the goodness of a fit, in this chapter, also is
determined by the χ2-measure, cf. Sect. B.2.
All data has been obtained using a slit width of 0.2′′ which compares to an average FWHM
of the PSF of about 0.28′′. The condition that the slit width should be smaller than the
PSF width, cf.Chap. 2.6.2, is not fulfilled. Thus, a simple method to reduce instrumental
artefacts was not applied here because the CRIRES instrument did not allow for smaller
slit widths than 0.2′′ at the time of observations2. The individual exposures of both
targets, which consist of NDIT=10 integrations of one second, have continuum signal-to-
noise ratios of up to 1000. According to Eq. (2.6), this corresponds to a spatial resolution
limit3 of ∆ = 0.5 mas for a FWHM of 0.8 mas. Co-adding all exposures which have been
obtained at a specific position angle, a S/N of about 5000 and 6500 is achieved for RS Vir
and TW Oph, respectively. These S/N ratios correspond to a theoretical resolution limit
of ∆ = 0.1 mas and ∆ = 0.08 mas, respectively.
Figure 4.1 shows a typical spatial profile of the data set. The FWHM of the profile shown in

Figure 4.1: A typical spatial profile of the CRIRES data set (solid line), taken from a RS Vir

longslit spectrum. The scale of the x-axis is in pixels, the one of the y-axis in counts. The FWHM

is 2.9 pixels. Overplotted, but barely distinguishable, is the best-fitting Gaussian profile (dashed

line).

the figure is 2.9 pixels, the range of FWHMs over the whole data set is 2.6−4.2, depending
on the atmospheric seeing and the performance of the adaptive optics. Comparing these
values with Fig. 2.3, it becomes clear that the profile sampling is optimal, and that there
are no additional errors because of small profile widths.
The assumption of a Gaussian profile is well justified for the CRIRES data: the best-fitting
Gaussian is overplotted in Fig. 4.1. Both profiles, the real one and the fit, can hardly be
distinguished from each other. As the S/N of the data is very high, too, all prerequisites

2Recently, slit widths of down to 0.05′′ may be applied, though at the risk of unforeseen drawbacks as

the instrument was not designed for such slit widths.
3As discussed in Sect. 2.3, spatial resolution means an effective, intensity-weighted spatial resolution.
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made in Chap. 2 are fulfilled. Hence, the analysis tools described there are expected to
work without restrictions.
After the steps of data reduction and spectro-astrometric extraction, for every exposure
of the targets and the telluric standard stars, the extracted quantities of C(λ), W(λ) and
f(λ), the spectral energy distribution, are available. In the following analysis, only these
quantities are used.
Figure 4.2 depicts two raw C(λ) spectra of RS Vir. The time spacing between the exposures

Figure 4.2: Two C(λ) spectra extracted from two exposures which were taken 3.5 minutes apart.

The changes in C(λ) are entirely caused by the varying artefacts.

is about 3.5 minutes. The signatures which can be seen are dominated by instrumental
artefacts. Since possibly underlying target-intrinsic features are not expected to change
significantly on such short time scales, any changes in C(λ) are only caused by changing
artefacts. These changes are induced by varying atmospheric conditions and/or a varying
degree of adaptive optics correction. This clearly shows the need to correct for the artefacts
individually for each exposure. Because here the shape of the artefacts remains almost
constant and only the amplitude changes, it is expected that the effective PSF also remains
constant, and that the changing width of the seeing is responsible for the changes in C(λ),
cf. Sect. 4.3.1.
As described in Sect. 2.6.2, target-intrinsic kinematic spectro-astrometric signatures may
influence the artefact removal algorithm. In this case, a strong improvement of the removal
success can be achieved if a sufficient number of telluric lines is present in the spectra and
if only those are used as input for the removal algorithm. Cool or hot spots on stellar
surfaces lead, in contrast, to purely spatial signatures and, hence, telluric lines are not
absolutely necessary for the analysis conducted here. Nevertheless, a comparison was
done between the removal procedure performed only with telluric lines and the procedure
performed without telluric lines, see the next two sections. As a first step, the spectrum
of the standard stars have been inspected to identify telluric lines, see Fig. 4.3. Both
spectra are identical with the exception of very few weak lines. Since the SED of the
two B-type stars is flat in the wavelength region shown in the figure, any absorption line
is a telluric line of the Earth’s atmosphere. The number of telluric lines on the other
three detectors is small. However, it is still sufficient in order to find some lines that are
not strongly blended with the CO-lines in the giant star spectra. Under the assumption
that the effective PSF of the instrument does not vary strongly within the wavelength
range covered by one detector, there is no need for a uniform distribution of the telluric
lines. This assumption is later-on shown to be valid, cf. Sect.s 4.3.1, 4.3.2 and 4.4. The
principle idea here is that if the best-fitting effective PSFs obtained for the four detectors
of a single exposure match well, the instrumental profile is proven to be nearly constant
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Figure 4.3: Normalised SEDs of the telluric standard stars HD 173300 (left plot) and HD 121263

(right plot). As both stars are of spectral type B, the stellar SEDs are flat in this wavelength

region. Hence, any spectral absorption line is a telluric line of the Earth’s atmosphere. Most of

the lines visible here are caused by methane; some of the lines at the lower wavelength side are

from water.

over the wavelength region of interest. Furthermore, it is of advantage that telluric lines
do not need to be removed from the target longslit spectrum for the spectro-astrometric
analysis. This is true because telluric lines only lead to instrumental artefacts in C(λ)
and W(λ) but do not contribute at all to those two quantities after the artefact removal.
Telluric lines, nevertheless, need to be removed from the extracted SED of the target in
order to find the best-fitting synthetic model atmosphere spectrum.
In the following two sections, the artefact removal and the source modelling, see Sects. 2.6.2
and 2.7, respectively, are discussed for RS Vir and TW Oph individually. No formal errors
are given for the spectro-astrometric quantities as well as for the deduced best-fitting source
configurations because residual instrumental artefacts and model uncertainties due to the
synthetic spectra and few slit orientations do not allow to formally determine the errors.

4.3.1 Results on RS Vir

4.3.1.1 Artefact removal

A plot of a raw C(λ) and W(λ) spectrum is shown in Fig. 4.4, upper left panel. Both
quantities were obtained by averaging the quantities of all individual NDIT=10-exposure
at the position angle of 0◦. The average spectra are plotted in Fig. 4.4. This is done to
better visualise the different performance of the three artefact removal procedures as the
equivalent plots for individual exposures are quite noisy. Strong signatures are clearly visi-
ble in C(λ) and W(λ) at each line of the target’s SED and at each telluric line. Thus, these
signatures are instrumental artefacts with an amplitude in the absorption lines of about 10
and 15 mas in C(λ) and W(λ), respectively, for the averaged quantities. The amplitudes
vary for the individual exposures over the whole data set between 13 and 35 mas in C(λ)
and 15 and 40 mas in W(λ). The average values are 15 and 22 mas for C(λ) and W(λ),
respectively. In contrast, the S/N-limited spatial resolution is 0.5 and 1.1mas for C(λ)
and W(λ), respectively, for individual exposures, and 0.1 and 0.2 mas for the total S/N
per slit orientation over the whole data set, for C(λ) and W(λ), respectively. A perfect
artefact removal would, hence, reduce the noise4 of the spectro-astrometric quantities to
the corresponding S/N-limited levels.

4Here, the term noise is only true if the S/N-limited resolution is achieved. Otherwise, it denotes the

instrumentally induced variations which act as a resolution limit.
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Figure 4.4: Raw C(λ) (upper curve) and W(λ) (lower curve) spectra of RS Vir at a position

angle of 0◦. The upper left plot shows the state before artefact removal. The same quantities after

artefact correction using anti-parallel subtraction, an elliptical PSF parameterisation and a two-

satellite-parameterisation are depicted in the upper right, lower left and lower right, respectively.

Using an elliptical PSF parameterisation, the removal algorithm yielded corrected C(λ)
and W(λ) spectra as shown in Fig. 4.4, lower left subplot. As there remain kinematic-like
signatures at the positions of target and telluric spectral lines, these are residual artefacts,
though at smaller amplitude of about 4 and 3 mas for C(λ) and W(λ), respectively, for the
individual exposures. Since the amplitudes of signatures of surface spots are expected to
be similar to these residuals, this performance is not satisfactory. Executing the removal
process for each exposure of the data set, one can study whether the best-fitting PSF con-
figuration changes from frame to frame, cf. Tab. 4.1. The angle φ is measured with respect
to the slit axis and, hence, is not corrected for different slit orientations. From the values
given in the table, it is obvious that the width of the effective seeing (i.e., P ) varies the
strongest, whereas the variations in the orientation of the ellipse φ and of the eccentricity
a/b are limited. This points out that the instrumental profile itself does not change much
with time but the atmospheric seeing does. The variations of φ and a/b may be caused by
a changing degree of wavefront correction by the adaptive optics. This has been reported
in several studies, as e.g. in Brannigan et al. (2006). Mechanical flexure and thermal
expansion of the telescope/instrument system also affect the instrumental profile. There
is no dependency of the PSF parameters on slit orientation or time. As the parameters
neither vary strongly between the four detectors of an exposure nor between the data of
the three target stars of this work, these PSFs seem to really represent the instrumental
profile. Experimental analysis of archival data obtained with other instruments 5 yielded
significantly different PSF configurations which strengthen this interpretation. The table

5Data of these instruments were tested: VLT/ISAAC, VLT/UVES, HST/STIS.
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Table 4.1: A sample of best-fitting PSF parameters for the elliptical scenario for some

individual exposures of RS Vir at position angles of 0◦, 90◦, 180◦ and 270◦.

exp., PA φ [◦] a/b P [′′] C(λ) [mas] W(λ) [mas]

#1, 0◦ 34.2 1.23 0.87 4.1 2.9

#2, 0◦ 30.7 1.08 1.25 4.4 3.2

#3, 0◦ 37.3 1.15 1.03 3.8 2.8

#1, 90◦ 29.4 1.20 1.07 4.0 3.0

#2, 90◦ 34.1 1.27 1.31 4.2 3.1

#3, 90◦ 36.5 1.11 1.12 4.1 3.0

#1, 180◦ 31.1 1.18 0.81 3.8 3.1

#2, 180◦ 36.2 1.22 0.96 3.9 3.0

#3, 180◦ 38.7 1.13 1.33 4.2 3.3

#1, 270◦ 28.7 1.23 0.81 3.8 2.8

#2, 270◦ 34.4 1.11 1.45 4.0 3.2

#3, 270◦ 31.2 1.27 1.10 4.4 3.3

also lists the amplitudes of the residual artefacts after correction. These amplitudes serve
as an indicator of the goodness of the removal procedure. Here, the residuals are about a
factor of 8 and 3 higher than the S/N-limit for C(λ) and W(λ), respectively. The ampli-
tude of the residuals do not vary strongly, too. An investigation of the fitting process of
the artefact removal reveals that convergence is quickly achieved. The whole χ2-landscape
was calculated for a few exposures, cf. 2.6.2. These landscapes confirm that there is one
minimum which is by far the smallest χ2-value of the whole parameter set and convergence
is strong, cf. Fig. 4.5.
Repeating the removal algorithm with a two-satellite PSF parameterisation yields much

Figure 4.5: χ2 landscape of the artefact removal with elliptical parameterisation a/b, P and φ.

The graph shows the results for fixed α = 42◦. The plot is a zoom on the total parameter space in

a/b and P .

better results, cf. Fig.4.4, lower right panel and cf. Tab. 4.2. The corrected C(λ) and W(λ)
spectra do no longer contain visible features at the positions of spectral lines in the SED.
Cross-correlation of the target SED including telluric lines with both spectro-astrometric
quantities also does not yield any signs of correlation. The root-mean-square (rms) of C(λ)
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Table 4.2: Similar to Tab. 4.1 but for the two-satellite scenario: exposure number, position

angle, φ of both satellites, their distances from the central component in milli-arcseconds,

the intensities of the satellites relative to the central component, their width, width of the

central component, residual rms-amplitude of C(λ) and W(λ) in mas.

exp., PA φ1 [◦] φ2 [◦] d1 d2 I1 I2 w1 [′′] w2 [′′] w0 [′′] C W
#1, 0◦ 45.1 -116.7 324 397 0.51 0.35 0.23 0.34 0.93 1.9 2.8

#2, 0◦ 40.9 -119.9 330 388 0.48 0.37 0.30 0.46 1.24 1.6 2.3

#3, 0◦ 41.8 -112.4 317 381 0.54 0.31 0.21 0.39 1.09 1.8 2.6

#1, 90◦ 47.2 -113.0 310 382 0.47 0.32 0.25 0.33 0.98 1.5 2.1

#2, 90◦ 44.1 -110.5 331 372 0.43 0.36 0.34 0.40 1.28 1.9 2.9

#3, 90◦ 42.2 -115.0 315 377 0.53 0.29 0.30 0.37 1.10 1.7 2.6

and W(λ) are 1.7 mas and 2.6 mas, respectively. These values are still a factor of about
3 and 2.5 above the S/N-limit. This means that either the true PSF is more complex
than the two-satellite description or that the basic assumption of the removal procedure is
not entirely correct. Nevertheless, the performance of the two-satellite parameterisation
is good enough to detect surface structures; the artefacts have been reduced by a factor
of 8 to 10. The superior performance of the two-satellite parameterisation compared to
the elliptical one is due to its greater flexibility in describing PSF configurations. As can
be deduced from Tab. 4.2, the two-satellite solutions, too, indicate that the instrumental
profile does not change as much with time as the seeing width does. Figure 4.6 images

Figure 4.6: The best-fitting instrumental profile (PSF) obtained with the artefact removal algo-

rithm for one exposure of the RS Vir data set. The left subplot shows the result for an elliptical

parameterisation, the right one the results for a two-satellite parameterisation. The distances of the

two satellites from the central component have been increased for a better visualisation. Compare

Tabs. 4.1+4.2 for the specific values of the parameters.

the best-fitting PSF configuration for a single exposure for an elliptical PSF and for the
two-satellite scenario. Table 4.2 lists the range of the best-fitting parameters for the two-
satellite case over the whole RS Vir data set. Although these parameters do not vary
strongly with time, the changes are large enough to necessitate an individual removal run
for each exposure. A co-addition of exposures obtained at identical position angles was not
performed because differences in the PSF, the trace and in the spatial profile of the longslit
spectra might degrade the resulting spectro-astrometric quantities rather than improving
them. In order to exploit the full S/N ratio of the combined exposure set, the extracted
C(λ) and W(λ) spectra were averaged for each position angle. This procedure reduces the
rms-amplitude to 0.27 mas and 0.43 mas in C(λ) and W(λ), respectively. These full-S/N-
quantities are plotted in Fig. 4.4. The ratio of this accuracy to the theoretical resolution
limit is equal to the ratio of the individual exposures, i.e., about 3. Despite the increased
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accuracy, no signatures can be found in the combined spectra. A cross-correlation of the
spectro-astrometric quantities with the target SED and with the simulated SEDs of some
spot models, did not yield any evidence for features above the noise level. The same result
was obtained for the exposures taken at a position angle of 90◦. Hence, no surface struc-
ture were detected on RS Vir. Upper limits to surface coverage by cool/hot spots can be
derived with source modelling in the next section.
Subtracting spectro-astrometric quantities obtained at anti-parallel slit orientations is an-
other way to remove artefacts, cf. 2.6.2. As atmospheric conditions usually change on time
scales smaller than the exposure time spacing, cf. Fig. 4.2, the potential of this method
is limited. As long as only the seeing width changes with time and the instrumental
profile stays constant, the performance of the anti-parallel subtraction can be improved
by rescaling the spectro-astrometric quantities obtained at anti-parallel slit orientations
to a common amplitude before subtraction. If the resulting spectra were to be used for
spectro-astrometric analysis, this rescaling factor had to be considered during source mod-
elling. However, the average performance of anti-parallel subtraction is bad. Even the best
results, i.e., using rescaling and choosing the best-matching exposures, cannot achieve the
level needed to detect surface features on giant stars. This proves that the PSF and/or in-
strumental profile does change too much for this method to work even though the changes
in absolute figures are not large. Because of this, only more complex parameterisations,
as, e.g., the two-satellite one do succeed in reaching the necessary levels of artefact re-
moval. Figure 4.4 allows for a comparison of the different methods with the anti-parallel
subtraction depicted in the upper right subplot.

4.3.1.2 Source modelling

In order to obtain upper limits on surface structure coverage for RS Vir, various object
configurations were simulated using synthetic PHOENIX spectra. More details on those
spectra are given in Sect. 4.1. As the first step, the observed SED of RS Vir was fitted
with synthetic spectra. The a priori known effective temperature of 2160 K, cf. Tab. 3.1,
was used as a starting point, and a micro-turbulence velocity of ξ = 2 km s−1 was assumed.
The latter is a typical value for micro-turbulence in giant stars. The surface gravity was
varied between log(g) = −0.5 . . . + 0.5. Figure 4.7 depicts the observed SED and the

Figure 4.7: Observed and best-fitting synthetic SED of RS Vir. The fitting parameters are Teff

and log(g), here with values of Teff = 2300K and log(g) = 0.0.

best-fitting model. The overall agreement between the model and the observed spectrum
is not good; it is at a similar level for all four detector chips. However, a better agreement
could not be achieved with the available models. The best-fitting temperature of 2300 K is
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Table 4.3: Here, some single-spot configurations are listed which represent the detection

limit of the RS Vir data (subscript data). In addition, spot configurations are listed that

match the theoretical detection limit of the data with respect to the S/N (subscript S/N ),

cf. Eq. (2.6). Tabulated are the values of the spot coverage factor e, the temperature

contrast ∆T and the corresponding amplitude of the features C and W. The longitude

and latitude are always 0◦ and 30◦, respectively.

edata eS/N ∆T [K] C [mas] W [mas]

cool spots 10 4.5 ≤-500 0.29 0.18

18 7.5 -300 0.30 0.19

hot spots 10 4.0 +500 0.27 0.17

8 3.3 +800 0.29 0.19

6 2.4 +1000 0.28 0.18

compatible with the a priori known effective temperature of 2160 K, in particular because
the uncertainties of synthetic spectra are large for cool supergiants. The fit was obtained
only using CO lines. Had there been data in another spectral range, the significance of
the best-fitting parameter set would be higher. Using this parameter set, models with
lower/higher effective temperature were calculated. Therewith, the spectro-astrometric
signatures of cool/hot spots were simulated placing a single spot at mid-latitudes on the
stellar disk. The temperature contrast of the spot with respect to the background at-
mosphere was varied as well as the size of the spot. The configurations which result in
signatures with amplitudes right at the noise level of the observations define the detection
limit. Some examples are given in Tab. 4.3. These examples refer to the detection limit of
the total S/N per slit orientation. The values of the simulated C(λ) and W(λ) amplitudes
stress one problematic issue: the S/N-limited spatial resolution is larger in C(λ) than in
W(λ), cf. Eq. (2.6), but the spot signatures are also larger in C(λ) than in W(λ). This
reduces the significance of the constraints on the best-fitting spot geometry if the observed
features are only slightly above the detection limit. Placing the spot a high longitudes
decreases the spectro-astrometric signatures as the visible area of the spot also decreases.
Increasing the latitude leads to a slower reduction of the signatures because the increasing
distance of the spot from the centre of the disk counters the decreasing visible area of the
spot. Figure 4.7 shows that the 12C16O lines have a depth of about 0.8 because of the very
low temperature of RS Vir. Those CO lines saturate in the synthetic models for tempera-
tures lower than 1800 K. Hence, two spot scenarios with different temperatures cannot be
distinguished with spectro-astrometry if both spot temperatures are below the saturation
temperature because their spectral contrast is identical. The detection limits listed in
Tab. 4.3 state that spots having typical sizes of super convection cells on supergiants can
be found with the present data set. As consequence, it is concluded that no such structures
existed at the time of observations on RS Vir. An optimal artefact removal would both
allow to detect small spots and increase the significance of the detection of large spots.
More complicated spot configurations using multiple spots lead to other detection limits.
As there is a multitude of possible two-(or more)spot configurations, each with its own
detection limit, no detailed list of these upper limits was calculated. The list of one-spot
limits should be sufficient as a guideline for RS Vir. As a final result on the RS Vir data,
detection limits were also calculated for the case that the theoretical resolution limit of
Eq. (2.6) was achieved, i.e., the artefact removal worked perfectly. These values also are
presented in Tab. 4.3 and allow to assess the optimal performance of spectro-astrometry
at the given S/N. More figures concerning the data of RS Vir are given in the appendix.
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4.3.2 Results on TW Oph

4.3.2.1 Artefact removal

In analogy to Sect. 4.3.1, the artefact removal was done using an elliptical and the two-
satellite parameterisation as well as using the anti-parallel subtraction. The resulting
corrected quantities are depicted for the averaged C(λ) and W(λ) spectra of TW Oph at a
position angle of 0◦ in Fig. 4.8. The artefacts in the raw spectra have amplitudes between

Figure 4.8: Same as Fig. 4.4, but for TW Oph at a position angle of 0◦. The y-axes scales of the

plots are not identical in order to better depict the target-induced signatures.

13 and 30 mas in C(λ) and 15 and 36 mas in W(λ). The performance of the different
removal methods is similar to the case of RS Vir. The residual artefact amplitudes are
summarised in Tab. 4.4 for the two-satellite case. They vary between 1.2 and 1.6 mas
in C(λ) and 1.8 and 2.3 mas in W(λ) for individual exposures. These amplitudes were
determined from the residuals in the telluric lines only, as the corrected C(λ) and W(λ)
spectra clearly show target-induced signatures which do not appear at the position of the
telluric lines. The shape of the features point to a purely spatial origin with no significant
velocity field. This means that the radial velocities of the corresponding surface features
are small. The best-fitting PSFs for both parameterisations are depicted in Fig. 4.9 for
one exposure at a position angle of 0◦. As the target-induced features are of spatial origin,
the artefact removal procedure can safely be applied using all spectral lines. A comparison
of the results obtained only with telluric lines and the results obtained with all lines did
not yield significant differences. The convergence of the PSF-fitting is as strong as in the
case of RS Vir; compare Fig. 4.10 with Fig. 4.5. This is important because there is no
danger of the fitting procedure getting stuck in a local minimum. The χ2 distributions
over two out of the ten parameters of the two-satellite scenario look similar in the way
that there is a strong convergence and no significant local minima. As can be seen from
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Table 4.4: Similar to Tab. 4.1 but for TW Oph for the two-satellite scenario: exposure

number, position angle, φ of both satellites, their distances from the central component

in milli-arcseconds, the intensities of the satellites relative to the central component, their

width, width of the central component, residual rms-amplitude of C(λ) and W(λ) in mas.

exp., PA φ1 [◦] φ2 [◦] d1 d2 I1 I2 w1 [′′] w2 [′′] w0 [′′] C W
#1, 0◦ 50.2 -151.9 382 320 0.54 0.34 0.17 0.35 0.81 1.2 1.9

#2, 0◦ 54.8 -153.1 395 310 0.51 0.39 0.24 0.43 1.08 1.4 2.1

#3, 0◦ 51.0 -155.2 379 306 0.57 0.30 0.20 0.37 1.00 1.3 2.0

#1, 90◦ 57.7 -156.5 383 316 0.42 0.26 0.30 0.51 1.24 1.6 2.3

#2, 90◦ 55.0 -150.8 370 300 0.61 0.33 0.10 0.32 0.65 1.2 1.8

#3, 90◦ 51.3 -149.1 389 312 0.52 0.36 0.19 0.41 0.92 1.4 2.0

Figure 4.9: The best-fitting instrumental profile (PSF) obtained with the artefact removal algo-

rithm. The left subplot shows the result for an elliptical parameterisation, the right one the results

for a two-satellite parameterisation. Compare Tab. 4.4 for the specific values of the parameters.

Figure 4.10: χ2 landscape of the artefact removal with elliptical parameterisation a/b, P and φ.

The graph shows the results for fixed α = 52◦. The plot is a zoom on the total parameter space in

a/b and P .

Tab. 4.4, the instrumental profile changes more with time than in the case of RS Vir but
again the variation in the seeing width are larger than those of the other PSF parameters.
Similarly to the previous section, the two-satellite removal outperforms the other methods
by far with no visible residual instrumental features in C(λ) and W(λ). The average
residuals in C(λ) and W(λ) are a factor 2.3 and 2.5, respectively, larger for the elliptical
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parameterisation compared to the two-satellite parameterisation. With the latter, the
artefacts have been reduced by a factor of 12 and 60 to 1.5 mas and 0.27 mas in C(λ) for
individual exposures and the averaged quantities, respectively. The residual noise at the
position of the telluric lines is still a factor of 3.5 larger than the S/N-limit which is at
0.5 and 0.08 mas for individual and averaged C(λ), respectively. Experiments with even
more complex PSFs did not yield any improvement: as any PSF configuration can be
constructed by an N-satellite model, increasing the number of satellites should ultimately
lead to a perfect artefact removal, if the basic assumption of the procedure is valid. Because
the number of possible 2D-PSF-configurations increases tremendously with increasing N,
it is not possible to routinely use values of N > 2. An N=3 model was applied to a single
TW Oph exposure but with no improvement over the N=2 model. The N=3 run does not
achieve a better noise level than the N=2 run. This could mean that the basic assumption,
i.e., any instrumental effect can be represented by an effective PSF, is not strictly correct.
Processing those exposures of TW Oph which have been obtained at a position angle of
90◦ leads to a similar quality of artefact removal. In contrast, the corrected C(λ) and W(λ)
spectra do not contain any target-induced signatures above the noise level, cf. Fig. 4.11.
This points to an orientation of the surface structure along the north-south direction

Figure 4.11: Depicted are the artefact-corrected C(λ) and W(λ) spectra for TW Oph which have

been obtained at a position angle of 90◦. Here, the two-satellite parameterisation was applied. In

contrast to the exposures at a PA of 0◦, no target-induced signatures above the noise level are

present.

on the stellar disk. The spectro-astrometric quantities obtained at the anti-parallel slit
orientations of 180◦ and 270◦ confirm this assumption: the 180◦-spectra do contain target-
induced features whereas the 270◦-spectra do not.

4.3.2.2 Source modelling

The features in C(λ) and W(λ) seem to be of purely spatial origin with an average ampli-
tude of about 1 and 0.4 mas, respectively. Considering the apparent diameter of TW Oph,
10 mas, and assuming an arbitrary contrast of 0.2 in the CO-lines leads to a very rough
guess of signatures having amplitudes of 1 mas if a spot were present at mid-latitudes
covering 20 % of the visible stellar disk. The source modelling is studied in the following
in some detail.
The procedure of source modelling was performed in analogy to that one described for
RS Vir in Sect. 4.3.1. The a priori known effective temperature of 2400 K, cf. Tab. 3.1,
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was used as a starting point. Again, a micro-turbulence velocity of ξ = 2 km s−1 was
assumed and the surface gravity was varied between log(g) = −0.5 . . . + 1.0. Figure 4.12
illustrates the observed spectrum of TW Oph along with the best-fitting synthetic model.

Figure 4.12: Observed (solid line) and best-fitting synthetic (dashed line) spectrum. The

goodness-of-fit is similar for the other three detectors. The absorption lines in the observed spec-

trum which are missing in the synthetic spectrum above 2.302µm are telluric lines.

The parameters of this model are within the general range of stellar parameters for giant
stars; specifically: Teff = 2400, log(g) = 0.5, cf. Sect. 4.1. As discussed in Sect. 2.6.2, the
procedures of fitting the target-SED and of modelling the source are, in principle, related
to each other and quite difficult to conduct: the observed SED cannot be fitted by a single
synthetic atmosphere as possibly present spots do influence the total SED. Hence, the SED
should better be fitted by a linear combination of two or more synthetic model spectra,
representing the background atmosphere and the spot(s). Even this ansatz would not be
correct as a synthetic model is necessary which considers such spots as caused by, e.g.,
giant convection cells. A detailed 3D-model has been devised for Betelgeuse by Freytag et
al. (2002). It allows to calculate images of the surface which are formed by convection but
it does not provide a stellar spectrum. However, the modelling of supergiant atmospheres
is, to date, not very accurate. In addition, a whole model grid covering a range of effective
temperature, surface gravity, micro-turbulence velocity, element abundances etc. would
be needed to optimally find the best-fitting model for TW Oph. This is beyond the scope
of this work. With the models available here, the best-fit was found to be that one shown
in Fig. 4.12. A simplified source modelling method was applied: a single synthetic model
was fit to the observed SED in order to obtain the parameters of the background atmo-
sphere. The source modelling, then, was done using synthetic models with lower/higher
effective temperature as representation of cool/hot spots, keeping the other parameters
constant. Figure 4.13 depicts the depth of the 12C16O lines versus effective temperature
of the synthetic models at 2.300µm. A simple spot geometry was assumed together with
a temperature contrast of the spot(s), and the spectro-astrometric quantities were evalu-
ated for two orthogonal slit orientations. First, a single cool/hot spot was simulated at
mid-latitudes as in the case of RS Vir. The temperature contrast and the disk coverage
factor was varied, and the goodness-of-fit to C(λ) and W(λ) was determined for both po-
sition angles. Figure 4.14 presents the observed, averaged C(λ) and W(λ) of TW Oph
at a position angle of 0◦ as well as some of the model position spectra. The graph also
illustrates that two-spot configurations do not fit the data, see below in this section. There
is a class of best-fitting models and not just a single model. Some examples are listed in
Tab. 4.5. This model-degeneracy exists because observations have only been conducted at
two orthogonal slit orientations. From the table, it can be seen that different temperature
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Figure 4.13: Depicted is the average 12C16O line depth of the synthetic models used for TW Oph

in the wavelength region of 2.292 − 2.304µm.

Figure 4.14: On the left, the observed C(λ) (black line) is plotted together with the best-fitting

single cool spot scenario of ∆T = 500 K, e = 11% (red line) and another sub-optimal scenario of

∆T = 600 K, e = 13% (blue line). For a scenario with two identical spots, one on each hemisphere,

the C(λ) spectrum alone was fitted for. The result is also identical with the red line. The right

panel features the W(λ) of the observed data (black line), the best-fitting one-spot scenario (red

line) and the two-spot scenario (orange line). The latter is way off the observed data, ruling out

the model.

contrast- and spot size- pairs lead to identical results: e.g., a spot of e = 11 % disk cover-
age with ∆T =500 K and e = 19 % with ∆T = 300 K. As the coverage factor is larger for
the latter pair, the signatures also are larger. This increase is compensated by the smaller
temperature contrast which results in a smaller spectral contrast that is, in turn, accom-
panied by a decrease in the spectro-astrometric signatures. The longitude of the spot has
to be close to zero6 in order to fit the observations. For non-zero longitudes with respect
to the slit orientations applied during observation, signatures would have been detected
at both slit orientations. Figure 4.15 visualises some of the best-fitting models. Had there
been observations at more than two independent slit orientations, this degeneracy in the
best-fitting models could have been resolved. Spots at higher and lower latitudes can lead
to good fits of the spectro-astrometric quantities as well. However, the fit quality is not as
high as for mid-latitude spots. Spots at very low or even zero latitude can be excluded as

6if zero longitude is defined to be the middle of the visible stellar disk
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Table 4.5: Listed are those single spot geometries which fit the C(λ) and W(λ) spectra of

TW Oph best at both position angles simultaneously. The coverage factor, temperature

contrast and the resulting average C(λ) and W(λ) feature amplitudes are tabulated. The

cool spot scenarios slightly better agree with observations than the hot spot scenarios, see

text.
e ∆T [K] C [mas] W [mas]

cool spots 8 -800 1.09 0.62

11 -500 1.01 0.60

19 -300 0.97 0.59

hot spots 20 +300 1.03 0.60

12 +500 0.98 0.58

9 +1000 1.06 0.61

Figure 4.15: Shown are three best-fitting single cool spot models. The grey rectangles illustrate

the two slit orientations applied during observing. The two further orientations depicted in white

would have allowed for a discrimination of the three scenarios. The temperature scale is given on

the far right.

they would not lead to any features in the C(λ) spectra. Stellar magnetic fields that cross
the surface of a star induce cool spots. This is the cause for sun spots. In giant stars,
however, the existence of similar magnetic fields is not proven. The source of cool and hot
spots is more likely to be large-scale convection. Convection brings hotter gas cells from
the stellar interior to the surface. The gas cools with time and again reaches the tem-
perature of the background atmosphere. Large-scale convection may also lead to regions
that are cooler than the surrounding atmosphere, cf. Dorch (2004); Freytag et al. (2002).
The large scale of the convection cells in comparison to the sun is caused by much larger
pressure scale heights in the surface layers of the atmosphere, cf. Schwarzschild (1975).
For the TW Oph data, hot spots are also a possible solution to the observed C(λ) and
W(λ) spectra, though, at a lower level of significance. This, of course, is again depending
on the synthetic models. The best hot spot solutions are also listed in Tab. 4.5.
More complex spot configurations were also investigated as possible sources of the ob-
served signatures. It turned out that two or more spots result in poor fits to the observed
data. This is not unexpected for two reasons: first, the spots would have to be aligned
along the north-south direction on the surface as spectro-astrometric signatures are only
detected for this slit orientation; and second, more than one spot leads to either very
similar features or very different ones compared to the one-spot scenario. The former is
the case if the spots are closely grouped on the surface; then, they cannot be distinguished
from the one-spot model because of only two slit orientations. The latter is true if spots
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Table 4.6: Here, some single-spot configurations are listed which represent the detection

limit of the TW Oph data (subscript data). In addition, spot configurations are listed that

match the theoretical detection limit of the data with respect to the S/N (subscript S/N ),

cf. Eq. (2.6). Tabulated are the values of the spot coverage factor e, the temperature

contrast ∆T and the corresponding amplitude of the features C and W for the data case.

The longitude and latitude are always 0◦ and 30◦, respectively.

edata eS/N ∆T [K] C [mas] W [mas]

cool spots 5 2.2 -800 0.26 0.15

9 4.0 -500 0.28 0.17

15 6.6 -300 0.28 0.16

hot spots 17 7.5 +300 0.27 0.17

11 4.8 +500 0.27 0.17

7.5 3.3 +1000 0.26 0.16

are placed, e.g., on different hemispheres; then, the features in C(λ) are weaker and the
features in W(λ) stronger than for the single-spot model. If both spots have identical
size and temperature contrast, the features in C(λ) will vanish and those in W(λ) will
double, cf. Fig. 4.14. This, again, stresses the need to simultaneously fit the C(λ) and the
W(λ) spectra to obtain reasonable results. As only single spots fit the data fairly well,
multiple-spot models with widely separated spots are unlikely for the TW Oph data.
To explore the full potential of spectro-astrometry, the detection limits of single spots on
TW Oph were calculated for the spatial resolution achieved with artefact removal and
for the case that the S/N-limited spatial resolution was achieved; cf. Tab. 4.6. The table
shows that the full S/N-limited spatial resolution would allow to detect spots as small as
2.5 % of the visible disk. More graphs on the TW Oph data can be found in the appendix.
Other scenarios as a source of the observed spectro-astrometric signatures like, e.g., a
binary object or a surrounding disk could be excluded. The combination of the shape of
the features, their amplitude and their dependence on wavelength is not consistent with
most of such source configurations. If there existed a completely different scenario which
lead to the same signatures, additional observations at other wavelength could still allow
to confirm it or rule it out.

4.4 α Cen A

The α Cen A data also have been obtained with the VLT/CRIRES instrument. In contrast
to the giant star data, six slit orientations, 011◦, 101◦, 146◦, 191◦, 281◦ and 326◦ have been
applied. The observations were performed in the fundamental CO-line region at 4.6µm.
The sky background is much brighter than in the K-band, limiting the integration time
lest the background saturates. A signal-to-noise ratio of about 120 per exposure and 700
in total per slit orientation was achieved on this target, allowing for a theoretical spatial
resolution of 4 mas and 0.7mas in C(λ), respectively, cf. Eq. (2.6).

4.4.1 Artefact removal

The removal procedure was applied as described for the giant star data set. The per-
formance is equivalent, too. Figure 4.16 depicts a pair of raw C(λ) and W(λ) spectra
as well as the two-satellite corrected ones. Interestingly, the residual noise after artefact
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Figure 4.16: The raw C(λ) spectrum is shown in the left panel, lower curve. Also plotted in the

the graph are the target SED (uppermost curve) as well as the SED of the telluric standard (below

the target SED). The right panel depicts the target SED only (upper curve) and the corrected

C(λ) spectrum (lower curve). The latter has been averaged over all exposures at a position angle

of 0◦.

correction and averaging is about 1 mas which is almost as good as the S/N-limited value:
the factor between theoretical and observational resolution is only 1.4. This accuracy is
achieved for all six position angles. Because of the significantly lower S/N, the spatial
resolution falls short compared to the giant data set. It remains unclear why the artefact
correction here is almost perfect but misses the theoretical limit by a factor of three in
case of the giant data set. A possible explanation is that, here, the instrumental PSF is
closer to the two-satellite scenario than in the giant star case, but it is unclear why this
should be true. The only difference between the two data sets is the wavelength range
and the S/N of the data. Figure 4.16 also shows the SED of the telluric standard star.
Obviously, there are only few telluric lines in the wavelength range of this detector. For
two of the four detectors, the spectra are dominated by strong telluric lines with almost
no significant stellar absorption lines. The best-fitting two-satellite PSF is illustrated in
Fig. 4.17, and resembles the one obtained for TW Oph and RS Vir. The range of the

Figure 4.17: Typical PSF configuration obtained with the two-satellite artefact removal procedure

for the data of α Centauri A. The distances of the two satellites from the central component

have been increased for a better visualisation. Compare Tab. 4.7 for the variations of the PSF-

parameters over the data set.

best-fitting PSFs over the whole data set is presented in Tab. 4.7. The similarity of the
PSFs between α Cen A and the giant star data as well as the similar range of variations
over the data set provide evidence that the instrumental profile does not vary strongly
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Table 4.7: Best-fitting PSFs of the artefact removal with the two-satellite method for two

out of six position angles. Three exposures for each angle are listed. PSF-parameters

are: distance of the satellites di, their position angle φi w.r.t. the slit axis, their relative

intensities Ii, their width wi and the width of the central component w0.

exp., PA φ1 [◦] φ2 [◦] d1 d2 I1 I2 w1 [′′] w2 [′′] w0 [′′] C W
#1, 0◦ 27.4 -133.5 366 387 0.39 0.30 0.44 0.43 0.91 5.4 7.9

#2, 0◦ 31.2 -130.9 361 380 0.38 0.34 0.55 0.58 1.32 5.6 8.2

#3, 0◦ 29.7 -131.5 358 382 0.41 0.36 0.54 0.52 1.28 5.8 8.1

#1, 90◦ 32.6 -129.1 357 378 0.39 0.33 0.50 0.51 0.94 5.5 7.7

#2, 90◦ 30.4 -131.2 359 384 0.36 0.31 0.46 0.47 1.11 5.4 8.0

#3, 90◦ 29.2 -134.6 365 389 0.43 0.29 0.47 0.47 1.43 5.9 8.3

with wavelength. These facts also do not help to clarify why the artefact removal per-
formance is better for the α Cen A data. It could be argued that residual artefacts only
appear if the S/N exceeds some specific value. However, this argument does not seem to
be plausible.
The corrected C(λ) and W(λ) spectra of all exposures, no matter at which slit orientation,
lack any features and are, thus, practically identical to the one depicted in Fig. 4.16 –
information on the residuals are also given in Tab. 4.7. Cross-correlation of the spectro-
astrometric quantities with the target SED confirm that there is no target signature in
the data.

4.4.2 Source modelling

As there are no features in the spectro-astrometric quantities at any position angle, only
upper limits to spot coverage can be evaluated for α Cen A. Synthetic spectra were used
to fit the target SED, cf. Sect. 4.1. As starting point, the known stellar parameters were
applied. A good fit quality is achieved with these parameters. The comparison of observed
and fitted SEDs is given in Fig. 4.18 for one detector. The differences between the two

Figure 4.18: The observed SED of α Cen A is depicted by the lower curve, including a few weak

telluric lines. The upper curve shows a synthetic model obtained with the stellar parameters of

the target.

SEDs is mainly due to telluric lines in the observed SED. Minor differences may result
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from differences between the chemical abundances of the model and the true values of the
target. Single spot scenarios are then simulated with a temperature contrast that is typical
for sun spots, i.e., ∆T = 500 . . . 2500K. The sun and α Cen A are of identical spectral
type (G2V) and have similar stellar parameters, cf. Sect. 3.1. Hence, spot temperature
contrasts are expected to be similar, too. The maximum coverage factors which lead to
features in C(λ) and W(λ) which are just below the residual noise amplitude of the data
are taken to represent the detection limits. If a single spot is assumed to be at a longitude
of zero, i.e., in the middle of the visible disk, and at mid-latitudes, the following results are
obtained: a temperature contrast of ∆T = 2000K and a spot size of e = 16 % would lead
to features at the detection limit of the current data set. A combination of ∆T = 1000K
and e = 29 % also reaches this limit. If the full S/N-limited spatial resolution of the data
could have been reached, the corresponding coverage factors would reduce to e = 11.5 %
and e = 21 %, respectively. In addition, spots at lower latitudes, as are common on the
sun, are even more difficult to detect as their spectro-astrometric features have smaller
amplitudes. If the target indeed behaves similarly as the sun, the non-detection of spots is
of no surprise: typical, large sunspot groups do not exceed a coverage factor of about 1%.
Thus, spectro-astrometry could only succeed in detecting structures on this particular star
if it showed spots much larger than sunspots. Very large spots on solar-like stars have
been observed with Doppler imaging, cf. Rice and Strassmeier (2001). However, stars
need to be fast rotators to allow for an analysis with the means of Doppler imaging. Fast
rotating solar like stars are always very young and, hence, differ significantly from the Sun
and α Cen A. This means that a much larger S/N is needed to detect surface features on
α Cen A.
If one compares the performance of spectro-astrometry for the two cases of K-band and
M-band observations, it is obvious that the method, in practice, works equally well in both
wavelength regions.



Chapter 5

Summary and outlook

5.1 Summary

In this work, it was shown that spectro-astrometry succeeds in attaining spatial resolution
at sub-diffraction-limited scales. Theoretically, the resolution limit is placed by the signal-
to-noise ratio of the data and the width of the point-spread-function. Observationally, on
bright targets, it would be easy to achieve micro-arcsecond resolution if the theoretical
limit indeed could be reached. It, however, turned out that instrumental artefacts by
far exceed this limit and prevent the detection of structures at these scales. Using the
assumption that any instrumental effect can be condensed into an effective PSF, an algo-
rithm was developed to remove these artefacts. Because the instrumental profile has to be
described by a two-dimensional PSF, an enormous number of configurations is possible.
Thus, an appropriate choice for the parameterisation of the PSF is critical for the success
of the removal procedure because of computing time constraints. Although a simple el-
liptical parameterisation strongly reduces the artefacts, the performance is not sufficient.
More complex PSF models like a two-satellite parameterisation proved to achieve a better
removal. For the giant star data set, a residual artefact amplitude level of 0.3 mas could
be achieved in the position spectrum C(λ). This compares to the S/N-limited value of
0.1 mas and an initial average artefact amplitude of 20 mas. For the data of α Centauri A,
the ratio of residual artefact amplitude to theoretical resolution limit is 1.4. In order
to reach this level of artefact removal, it is absolutely necessary to consider the width
of the spatial profile over wavelength, W(λ), together with the position spectrum C(λ).
The width spectrum so far has been ignored in publications on spectro-astrometry. The
variations of the instrumental profile with time and wavelength were found to be quite
limited. Nevertheless, they are large enough to necessitate an individual removal run for
each exposure. The fact that there are residual artefacts significantly above the S/N-limit
proves that either the PSF parameterisation was not optimal or that the basic assump-
tion of the removal procedure is not entirely justified (or both). The alternative method
of subtracting spectro-astrometric quantities obtained at anti-parallel slit orientations in
principle also allows for a removal of instrumental artefacts. However, it was shown that
the artefacts strongly vary with time which renders this subtraction method practically
useless unless special instrumentation is available, cf. Sect. 5.2.
Since a longslit spectrograph is a 1D-imager, exposures at multiple slit orientations need
to be obtained to constrain the physical model of the target. The more slit orientations
are probed the better the constraints. The comparison of simulated and observed spectro-
astrometric quantities allows to find the underlying source configuration. It was shown
that it is important to simultaneously fit C(λ) and W(λ) at all observed position angles
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to reliably deduce the target configuration. The interpretation of the observed C(λ) and
W(λ) spectra requires synthetic SEDs of the structures in question. As any uncertainty in
the synthetic atmosphere models directly translate into the simulated spectro-astrometric
features, the obtained best-fitting source configuration is also affected by those uncertain-
ties. Thus, the better the S/N and overall quality of the observed data, the better the
synthetic SEDs need to be in order to exploit the full potential of the data. The two giant
stars TW Oph and RS Vir were observed with VLT/CRIRES in the CO first overtone
region in the K-band at two independent and orthogonal slit orientations at signal-to-noise
ratios of some thousand. In addition, VLT/CRIRES archival data in the fundamental CO
region of the solar-like star α Cen A was analyzed for spectro-astrometric signatures. The
analysis revealed surface structures on TW Oph. Modelling the signatures with synthetic
PHOENIX spectra yielded that a single mid-latitude cool spot with a temperature contrast
of 500 K covering 11 % of the visible disk is the most likely interpretation. A single hot
spot also is consistent with observations though at a lower significance than a cool spot.
Because of the small number of independent slit orientations, there is a set of best-fitting
models. Configurations with two or more spots do not fit the data acceptably. The model
which was deduced for TW Oph is consistent with previous studies on (super-)giants which
have been performed with interferometry or adaptive optics imaging. Upper limits on spot
coverage were determined for RS Vir and α Cen A. For RS Vir, the single-spot limit is at
a coverage factor of about 10 % for a temperature contrast of 500 K. Spots on α Cen A
would need to cover 16 % to 29 % of the visible disk to be detectable with the current data
set. This assumes a solar-like temperature contrast of spots of about 2000 K to 750 K, re-
spectively. This means that spots on α Cen A can only be detected by spectro-astrometry
if either spots on this star are much larger than on the sun or if the S/N of the data is
much higher.
Spectro-astrometry was shown to match the spatial resolutions reached by interferometry,
at least for bright targets. The advantage over interferometry is the no special instrumen-
tation is necessary and a single telescope is sufficient.

5.2 Outlook

Although spectro-astrometry proved to yield good results, there are still several issues
which can be improved during future studies. First of all, a significant improvement of
the spatial resolution can be achieved if the instrumental artefacts could be removed com-
pletely. To get more information on the instrumental PSF, imaging the 2D-PSF in the
slit plane simultaneously with the registration of the longslit spectrum could hint at the
general form of the PSF. This would at least record the instrumental influences which take
place before the light passes the spectrograph. The usage of a gas absorption cell does not
necessarily improve the determination of the instrumental profile for spectro-astrometry.
Only if there are no telluric absorption lines and the target is expected to show kinematic
spectro-astrometric signatures, gas cell reference lines may lead to better removal results.
Current plans to build special instrumentation (Wiedemann, G.; private communications)
are expected to solve the problem of instrumental artefacts: if exposures at anti-parallel
slit orientations are performed simultaneously and through the same optical path, the
removal should become very accurate. Such an instrument will have to split the incoming
light, rotate one of the light beams by 180◦ and disperse both light beams by a single
longslit spectrograph. In this way, the full potential of spectro-astrometry could be ex-
ploited – however, at the cost of the need for special instrumentation.
To be able to put strong constraints on the best-fitting object configuration, future obser-
vations of complex sources should apply as many independent slit orientations as possible.
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Observing a target at various wavelength regions also allows confirm or exclude certain un-
derlying source configurations. Furthermore, a more sophisticated approach to modelling
the target SEDs with synthetic spectra is necessary. As uncertainties in the synthetic spec-
tra directly translate into an uncertainty in the source geometry, accurate model spectra
are required. In particular, very cool giant star atmospheres to date are not yet fully
understood.
Observing more objects with shorter integration times (and NDIT=1) will lead to possibly
thousands of exposures. As a manual inspection and analysis will virtually be impossible, a
better automation of the programmed data reduction and analysis code will be mandatory.
Spectro-astrometry will profit in the future from increasing telescope sizes and instrument
capabilities. An increasing spatial resolution of a telescope/adaptive optics system directly
translates into better spatial resolution in the spectro-astrometric quantities, cf. Eq. (2.6).
Furthermore, larger telescopes will increase the S/N on the target which further pushes
the attainable spatial resolution.
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Nomenclature

(N)LTE (Non) Local Thermal Equilibrium

AGB Asymptotic Giant Branch

APD Avalanche Photo Diode

CADARS Catalogue of Apparent Diameters and Absolute Radii of Stars

CCD Charge Coupled Device

CHARM2 Catalogue of High Angular Resolution Measurements

CMOS Complementary MetalOxide Semiconductor

CPU Central Processing Unit

CRIRES CRyogenic high-resolution IR Echelle Spectrograph

DIT integration time per exposure

ESO European Southern Observatory; with the full name being “European
organization for astronomical research in the southern hemisphere”

FITS Flexible Image Transport System

FWHM Full Width at Half Maximum

GAIA Global Astrometric Interferometer for Astrophysics

GPL General Public License

HST/STIS Hubble Space Telescope / Space Telescope Imaging Spectrograph

IRAF Image Reduction and Analysis Facility

ISAAC Infrared Spectrometer And Array Camera

MACAO Multi-Applications Curvature Adaptive Optics

NACO NAOS-CONICA: Nasmyth Adaptive Optics System – Near-Infrared
Imager and Spectrograph

NDIT Number of (DIT-) exposures to be averaged before writing the FITS-file

PSF Point Spread Function

RV Radial Velocity

SED Spectral Energy Distribution

SNR, S/N Signal to Noise Ratio

UVES Ultraviolet and Visual Echelle Spectrograph

VLT Very Large Telescope



List of Figures

1.1 Diffraction pattern of a grating . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.2 Simple spectrograph setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.3 Diffraction pattern of a straight edge . . . . . . . . . . . . . . . . . . . . . . 5

1.4 2D-diffraction pattern of a circular aperture . . . . . . . . . . . . . . . . . . 6

1.5 MACAO Strehl ratio plot . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

1.6 CRIRES instrument setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

1.7 Exemplary Fortrat diagram . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

1.8 Point source and binary visibilities . . . . . . . . . . . . . . . . . . . . . . . 18

2.1 Spectro-astrometric spatial signatures . . . . . . . . . . . . . . . . . . . . . 23

2.2 Spectro-astrometric kinematic signatures . . . . . . . . . . . . . . . . . . . . 24

2.3 Spatial profile fit errors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

2.4 Position spectrum extraction: Gaussian fitting and Tukey’s biweight . . . . 29

2.5 Spectro-astrometric artefacts for an elliptical PSF . . . . . . . . . . . . . . 32

2.6 Artefact removal, χ2-landscape . . . . . . . . . . . . . . . . . . . . . . . . . 34

2.7 χ2-landscapes: C(λ) and W(λ) . . . . . . . . . . . . . . . . . . . . . . . . . 35

2.8 One spot simulations: detectability . . . . . . . . . . . . . . . . . . . . . . . 38

2.9 Two spots simulations: detectability . . . . . . . . . . . . . . . . . . . . . . 39

3.1 Trace correction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

3.2 Odd-even effect . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

3.3 Image distortions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

4.1 CRIRES data: spatial profile . . . . . . . . . . . . . . . . . . . . . . . . . . 59

4.2 Artefact variations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

4.3 Telluric standard star SEDs . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

4.4 RS Vir: raw and corrected C(λ) and W(λ) . . . . . . . . . . . . . . . . . . . 62

4.5 RS Vir: χ2-landscape . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

4.6 RS Vir: best-fitting PSF configurations . . . . . . . . . . . . . . . . . . . . 64

4.7 RS Vir: observed and synthetic SEDs . . . . . . . . . . . . . . . . . . . . . 65

4.8 TW Oph: raw and corrected C(λ) and W(λ) . . . . . . . . . . . . . . . . . 67

4.9 TW Oph: best-fitting PSF configuration . . . . . . . . . . . . . . . . . . . . 68

4.10 TW Oph: χ2-landscape . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

4.11 TW Oph: corrected C(λ) and W(λ) for second position angle . . . . . . . . 69

4.12 TW Oph: observed and synthetic SEDs . . . . . . . . . . . . . . . . . . . . 70

4.13 TW Oph: synthetic CO line depths . . . . . . . . . . . . . . . . . . . . . . . 71

4.14 TW Oph: spot configuration fits to C(λ) and W(λ) . . . . . . . . . . . . . . 71

4.15 TW Oph: best-fitting spot model images . . . . . . . . . . . . . . . . . . . . 72

4.16 α Cen A: raw and corrected C(λ), target and telluric SEDs . . . . . . . . . 74

4.17 α Cen A: best-fitting PSF configuration . . . . . . . . . . . . . . . . . . . . 74



LIST OF FIGURES 83

4.18 α Cen A: observed and synthetic SEDs . . . . . . . . . . . . . . . . . . . . . 75

A.1 Tukey’s biweight: ζ-function and weighting function . . . . . . . . . . . . . 85
A.2 α Centauri A: SED . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
A.3 RS Vir: SED . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
A.4 TW Oph: SED . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88



List of Tables

3.1 RS Vir and TW Oph: basic target parameters . . . . . . . . . . . . . . . . 44
3.2 Observing summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.3 α Cen A: basic target parameters . . . . . . . . . . . . . . . . . . . . . . . . 46

4.1 RS Vir: elliptical PSF configurations . . . . . . . . . . . . . . . . . . . . . . 63
4.2 RS Vir: two-satellite PSF configurations . . . . . . . . . . . . . . . . . . . . 64
4.3 RS Vir: single spot detection limits . . . . . . . . . . . . . . . . . . . . . . . 66
4.4 TW Oph: two-satellite PSF configurations . . . . . . . . . . . . . . . . . . . 68
4.5 TW Oph: single spot configurations . . . . . . . . . . . . . . . . . . . . . . 72
4.6 TW Oph: single spot detection limits . . . . . . . . . . . . . . . . . . . . . 73
4.7 α Cen A: two-satellite PSF configurations . . . . . . . . . . . . . . . . . . . 75



Appendix A

Figures

Figure A.1: The ζ-function (left panel) and the weighting function ζ/z (right panel) of Tukey’s

biweight. Here, the cut-off is chosen to be a = 1. The weights for z ≥ 1 are zero. Hence, any data

point outside |z| < 1 does not contribute at all.
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Figure A.2: Spectral energy distribution of α Centauri A in the M-band, detectors one to four of

CRIRES. Overplotted is the SED of the telluric standard HR6084.
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Figure A.3: Spectral energy distribution of RS Vir in the K-band, detectors one to four of

CRIRES. Overplotted is the SED of the telluric standard HD121263.
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Figure A.4: Spectral energy distribution of TW Oph in the K-band, detectors one to four of

CRIRES. Overplotted is the SED of the telluric standard HR173300.



Appendix B

Miscellaneous

B.1 Target candidates

Searching the CHARM2 (Richichi et al., 2005) and the CADARS (Pasinetti Fracassini et
al., 2001), cf. Sect. 3.1, catalogues yielded 60 stars with apparent diametre of more than
eight milli-arcseconds which are suitable for spectro-astrometry observations. Most of
these are M giants and carbon stars. Only a few are K giants and the only maint sequence
star is α Centauri. Eighteen objects have apparent diametres of more than 20 mas and
are, thus, primary targets for future spectro-astrometric studies. On these targets, smaller
spots and/or spots with lower temperature contrast will be detectable compared to the
targets used in this thesis. The current and future status of VLT/CRIRES no longer has
the restrictions which prevented observations of the largest stars in the past.

B.2 Fit algorithms

Here, the fit algorithms used in this work are briefly presented. A full discussion on all
techniques and the corresponding algorithms can be found in Press et al. (2002). All
methods perform a minimisation of a χ2 merit function which is defined as

χ2(a) =
N
∑

i=1

(

yi − y(xi;a)

σi

)2

(B.1)

where

y = y(x;a) (B.2)

is the model to be fitted, yi are the observed data points and σi are the errors therein.
The minimisation yields the best-fitting parameter set a. As the χ2-measure, here, is
only used to determine the best fit and not to quantify whether or not the deviations
between a model and observed data are statistically significant at some level, no such
significance levels are explicitly stated in this work. Depending on the topology of the
N-dimensional space, all methods discussed below may get stuck in a local minimum. For
the spectro-astrometric artefact removal and source model fitting, two measures were done
to minimise the probability for this problem. First, all χ2-landscapes, cf. Sect. 2.6.2, were
calculated for one exemplary exposure in order to judge how the overall topology looks
like. Second, for the same exposure, the algorithm is repeated several times with different
starting points.
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B.2.1 Downhill simplex method

The downhill simplex method is an entirely self-contained, purely geometrical strategy of
minimisation in multidimensional parameter space. The method does not require deriva-
tive evaluations which is advantageous for an application to spectro-astrometric simula-
tions. The efficiency of the downhill simplex is not very good in terms of the number of
function evaluations and, hence, computing time. However, it is quite robust and well
suited as comparison to the direction set methods which are described in the next section.
A simplex is defined to be an N-dimensional geometrical figure, thus having N + 1 ver-
tices. The algorithm is supplied a starting simplex which can, e.g., be chosen to consist of
a starting point P0 an the N points Pi = P0 +λei, with ei being the N unit vectors and λ
being a user-supplied scale length. For each of the N +1 points, the function is evaluated.
The downhill simplex then performs one out of several possible steps: reflection, expan-
sion, contraction. In most cases, the algorithm will use the reflection, i.e., moving the
one point of the simplex with the largest function value through the opposite face of the
simplex, conserving the volume of the simplex. This is supposed to lead to a lower value
for this specific point. The expansion of the simplex in one direction will increase the step
size. If a valley floor in the function value space is reached, a contraction is performed in
the transverse direction in order to move along the valley further downhill.

B.2.2 Direction set methods

To minimise an N-dimensional function, one can perform a sequence of one-dimensional
minimisations. The critical point deciding the effectiveness of a method is how the di-
rections are chosen along which the one-dimensional minimisations are done. All those
methods are called direction set methods. They are divided into two categories: those
which do use gradient information and those which do not. For spectro-astrometric sim-
ulations, gradient-independent methods are required. A simple possibility is to chose the
unit vectors of the N-space e1, e2, . . . , eN as the set of directions. However, such a method
can be, depending on the topology, be very inefficient as the step size may be very small.
Each direction set method has a strategy to identify appropriate directions during the
iteration steps to minimise the number of steps needed to find the minimum of the χ2

function. This work uses Powell’s method to find those directions. It is described in
detail in Press et al. (2002).

B.2.3 Non-linear model fitting

Now fitting a model is considered for the case that the model depends non-linearly on a
set of parameters ak, k = 1, 2, 4, . . . ,M , e.g., fitting a Gaussian to the spatial profile
for the extraction of the spectro-astrometric quantities. The best-fitting parameters are
determined by minimising the merit function Eq. (B.1). The minimisation procedure needs
to be performed iteratively for the non-linear case and an initial starting parameter set
needs to be supplied. The basic idea is that the χ2 function can well be represented by a
quadratic form close to the minimum, i.e.,

χ2(a) ≈ γ − d · a + 1/2 a · D · a (B.3)

with d being an M-dimensional vector and D being anM×M matrix. If the approximation
with a quadratic form were perfect, the minimum amin could be reached with

amin = acur + D−1 ·
(

−∇χ2(acur)
)

, (B.4)
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where acur is the current trial parameter set. As this will not be true, the steepest gradient
can be followed downwards iteratively

anext = acur − C · ∇χ2(acur), (B.5)

where C is a constant specifying the step size. This method needs the gradient of the χ2

function to be calculable for any parameter as well as the Hessian matrix which is possible
as the model itself yields the functional form. The determination of an appropriate value
for the step size C is critical and one important aspect of the actual method. One effective
and popular one is the Levenberg-Marquardt method which is also applied in this work. It
extracts information on the choice of the constant from the Hessian matrix, cf. Press et
al. (2002) for details.

B.3 Program code structure

The data reduction was done with IRAF1. The standard packages within IRAF were used
and combined with appropriate parameter settings to meet the special needs of spectro-
astrometry, cf. Chap. 3.
The spectro-astrometric analysis was done exclusively with self-written C-code programs.
A detailed description of the different modules is omitted here because it would be quite
lengthy and the code is well-documented. Following, only a list is given on the most im-
portant modules:

badprofiles and badprofilesexec

Library and stand-alone executable versions of the badpixel detection/masking and cor-
rection algorithm described in Sect. 3.2.1. The executable program takes as input a list of
fits-files to be processed and a parameter file. The library version supplies the correspond-
ing procedures for inclusion in any other C-coded program. Here, the input parameters
may be passed in the function call or be read from an external file. The program/function
outputs the badpixel/badprofile mask and the corrected longslit spectrum.

SAFittingLib and SAFitting

Library and stand-alone executable versions of the spectro-astrometric extraction algo-
rithm. As input, the program takes a list of fits-files to be processed as well as a parameter
file supplying an initial guess on the fit parameters. Optionally, a bad pixel/profile mask
may be supplied per fits-file. The code performs the extraction of the position- and width
spectra of a longslit spectrum and corrects for the trace, cf. Sects. 3.2.2 and 2.4. Both,
the raw and corrected quantities are returned by the program as output.

simartefactsLib and simartefacts

Library and stand-alone executable versions of the spectro-astrometric core code: here,
all spectro-astrometric analysis steps are performed as, e.g., artefact fitting and removal,
χ2-landscape evaluation and source modelling. The most important routine is the one
implementing the spectro-astrometric signature simulation itself, using an effective 2D-
PSF and a source configuration along with an appropriate number of spectral energy
distributions and a velocity field. The code has been parallelised using OpenMP.

1Image Reduction and Analysis Facility of the National Optical Astronomy Observatory (NOAO)
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