
1. Introduction
The biogeochemistry of shallow marine systems, estuaries, and lakes is often controlled by benthic processes, 
mediated by the sediment-water fluxes of oxygen, nutrients, and other dissolved compounds (Glud, 2008). It is 
known that these fluxes are modulated by near-bottom turbulence, modifying the thickness of the diffusive bound-
ary layer (DBL) and thus regulating the diffusive transfer of solutes across the sediment-water interface. Field 
studies based on oxygen microsensors in marine systems (e.g., Glud, 2008; Gundersen & Jorgensen, 1990; Wang 
et al., 2016) and various types of lakes (Bryant, Lorrai, et al., 2010; Lorke et al., 2003; Schwefel et al., 2017) have 
shown that fluctuations in near-bottom current speeds (and thus turbulence) due to tides, internal-wave motions, 
and other effects, are reflected in variations of the DBL thickness and hence benthic oxygen fluxes. Labora-
tory experiments (Hondzo, 1998; Inoue & Nakamura, 2009; Steinberger & Hondzo, 1999), near-bottom oxygen 
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flux measurements based on the eddy covariance approach (Berg et al., 2022; Brand et al., 2008; Koopmans 
et al., 2021), and turbulence-resolving simulations (Calmet & Magnaudet, 1997; Scalo et al., 2012) support the 
finding that hydrodynamic effects often provide an important control on the sediment-water fluxes.

The above studies have shown that, for cohesive sediments, near-bottom turbulence affects the diffusive 
sediment-water flux 𝐴𝐴 𝐴𝐴𝑏𝑏

𝑐𝑐  (positive upward here) of a solute c primarily by modifying the thickness δc of the DBL 
according to Fick's first law of diffusion:

𝑓𝑓𝑏𝑏
𝑐𝑐 = −𝜈𝜈𝑐𝑐

𝑐𝑐𝛿𝛿 − 𝑐𝑐𝑏𝑏

𝛿𝛿𝑐𝑐
, (1)

where c b and c δ are the solute concentrations at the bottom (i.e., at the sediment-water interface) and the top of 
the DBL, respectively, and νc is the molecular diffusivity of the solute. While it is, at least conceptually, straight-
forward to evaluate Equation  1 based on high-resolution microsensor data, the integration of this expression 
in numerical models is complicated by the various feedback mechanisms between the key parameters c b, c δ, 
and δc. Especially the effect of fluctuations in the DBL thickness, δc, is at the moment not taken into account 
even in advanced benthic-pelagic biogeochemical models (Brigolin et al., 2011; Butenschön et al., 2016; Fennel 
et al., 2013; Lemmen et al., 2018; Sohma et al., 2018). The description of these physically induced feedbacks, 
which will be the central topic of this work, requires a fully coupled benthic-pelagic modeling approach, including 
a physically sound description of the interfacial fluxes, accounting for hydrodynamic effects, and robust numer-
ical methods that guarantee positivity and mass conservation. To our knowledge, such a combined approach has 
not yet been described.

Nevertheless, valuable insights about the role of hydrodynamics have been gained with more simple models, 
focusing on special aspects of the problem. Based on mathematical solutions for the benthic oxygen profiles for 
the special case of a constant aerobic respiration rate in the upper part of the benthic layer (Bouldin, 1968), a 
series of studies has attempted to determine the conditions under which the DBL may constitute a bottle-neck for 
the sediment-water fluxes (e.g., Hall et al., 1989; Higashino et al., 2004; Nakamura & Stefan, 1994). Jørgensen 
and Boudreau (2001) pointed out, however, that these studies, only considering aerobic respiration in a thin oxic 
layer below the sediment-water interface, may lead to erroneous conclusions about the role of the DBL as they 
ignore the reoxidation of reduced compounds like Mn 2+, Fe 2+, 𝐴𝐴 NH

+

4
 , H2S, etc., diffusing upward from the deeper 

benthic layers. Based on a simple analytical solution describing sulfide reoxidation at the base of the oxic layer 
as the only relevant benthic oxygen sink, Jørgensen and Boudreau  (2001, page 232) showed that the benthic 
oxygen demand is exclusively determined by the sulfide production rate. In this situation, the concentration 
difference c δ − c b in Equation 1 dynamically adjusts to compensate for any physically induced variability in δc, 
and the DBL can no longer by said to “control” the sediment-water fluxes. Numerical investigations with more 
complex diagenetic models have confirmed the important role of upward diffusion and reoxidation of reduced 
compounds for the response of the sediment-water fluxes with respect to variations of DBL thickness (Brand 
et al., 2009; Glud et al., 2007; Kelly Gerreyn et al., 2005). By combining data and biogeochemical modeling 
results, Glud (2008) and Glud et al. (2007) found that variations in DBL thickness, despite their limited effect 
on the long-term averaged fluxes, induce strong modifications in sediment-water fluxes on shorter time scales, 
from diurnal to seasonal. However, the benthic compartments in these modeling studies were forced by observed 
or prescribed pelagic parameters (e.g., near-bottom solute concentrations and current speeds), which eliminates 
any benthic-pelagic feedbacks.

The goal of our study is to identify and understand the basic hydrodynamically mediated mechanisms affecting 
the sediment-water fluxes, and to develop robust and reliable numerical methods for the implementation of these 
effects into coupled benthic pelagic models. As we are mainly interested in the role of the diffusive boundary 
layer, we ignore many other aspects of the hydrodynamic forcing, related, for example, to sediment resuspension 
and particle dynamics, which may be relevant in many marine systems but are not essential to understand the 
hydrodynamic feedback mechanisms studied here (and, in fact, may obscure them). For the same reason, we also 
ignore the effects of bioturbation, sediment accretion, conversion between pore water and liquids, and additional 
benthic processes that add complexity without providing additional insights into the processes we are interested 
in here. The modeling system developed in the following sections is, however, easily extendable to include any 
of these additional effects if required for a specific, more realistic application. The model equations and param-
eterizations for the sediment-water fluxes are described in Sections 2 and 3, followed by a detailed discussion of 
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the special numerical methods required to guarantee positivity and mass-conservation in coupled benthic-pelagic 
systems in Section 4. Model parameters, performance, and results for some process-oriented scenarios with 
increasing complexity are discussed in Sections 5 and 6 before we draw some conclusions in Section 7.

2. Transport Equations
2.1. Water Column

The horizontal velocity components u and v in the water column are computed based on one-dimensional trans-
port equations of the form

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
− 𝑓𝑓𝑓𝑓 = −𝑔𝑔

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
+

𝜕𝜕

𝜕𝜕𝜕𝜕

(

(𝜈𝜈𝜕𝜕 + 𝜈𝜈)
𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕

)

, (2)

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
+ 𝑓𝑓𝑓𝑓 = −𝑔𝑔

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
+

𝜕𝜕

𝜕𝜕𝜕𝜕

(

(𝜈𝜈𝜕𝜕 + 𝜈𝜈)
𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕

)

, (3)

where f denotes the Coriolis parameter, g the gravitational acceleration, and ν the molecular diffusivity of 
momentum. The surface elevation gradients, ∂ζ/∂x and ∂ζ/∂y, are prescribed, and the vertical turbulent diffusiv-
ity of momentum, νt, is computed from a second-moment turbulence model that is described in more detail in 
Appendix A.

As the focus of our study is on processes near the sediment-water interface, we define the origin of our z-axis 
(pointing upward) at the sediment-water interface, implying that the water surface is located at z = H (H is the 
water depth). As boundary conditions for Equations 2 and 3, we prescribe the surface stresses 𝐴𝐴 𝐴𝐴𝑠𝑠𝑥𝑥 and 𝐴𝐴 𝐴𝐴𝑠𝑠𝑦𝑦 , and 
compute the components of the bottom stresses vector 𝐴𝐴 𝝉𝝉

𝑏𝑏 from a quadratic drag law of the form 𝐴𝐴 𝐴𝐴𝑏𝑏𝑥𝑥 = −𝜌𝜌0𝐶𝐶𝑑𝑑|𝒖𝒖
𝑏𝑏
|𝑢𝑢𝑏𝑏 

and 𝐴𝐴 𝐴𝐴𝑏𝑏𝑦𝑦 = −𝜌𝜌0𝐶𝐶𝑑𝑑|𝒖𝒖
𝑏𝑏
|𝑣𝑣𝑏𝑏 . Here, u b denotes the velocity in the center of the lowermost grid cell, Cd the drag coeffi-

cient, and ρ0 a constant reference density. For later use, the friction velocity u* is defined as 𝐴𝐴 𝐴𝐴2
∗
= 𝜏𝜏𝑏𝑏∕𝜌𝜌0 , where 𝐴𝐴 𝐴𝐴𝑏𝑏 

is the magnitude of the bottom stress. More details are provided in Sections 3 and 4.

The evolution of (potential) temperature, T, and salinity, S, is described according to

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
=

𝜕𝜕

𝜕𝜕𝜕𝜕

(

(

𝜈𝜈𝑏𝑏𝜕𝜕 + 𝜈𝜈𝜕𝜕
)𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕

)

+
𝑟𝑟

𝑐𝑐𝑝𝑝
, (4)

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
=

𝜕𝜕

𝜕𝜕𝜕𝜕

(

(

𝜈𝜈𝑏𝑏𝜕𝜕 + 𝜈𝜈𝜕𝜕
)𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕

)

, (5)

where r is the heat supply per unit mass due to solar radiation, cp the specific heat capacity, and νT and νS are the 
molecular diffusivities of heat and salt. The turbulent diffusivity, 𝐴𝐴 𝐴𝐴𝑏𝑏

𝑡𝑡
 , is again computed from the second-moment 

turbulence model described in Appendix A. It is assumed to be identical for temperature, salinity, and all other 
scalar tracers. Temperature and salinity feedback on turbulence, and thus on the evolution of all predicted quan-
tities, via their effect on stratification, quantified with the help of the (squared) buoyancy frequency, N 2 ≡ ∂b/∂z, 
where b = −g(ρ − ρ0)/ρ0 is the buoyancy. The (potential) density ρ is computed from the TEOS-10 standard equa-
tion of state (http://teos-10.org, also see Feistel, 2012; Millero et al., 2008). As boundary conditions for Equa-
tion 4, we prescribe the surface heat flux q s, whereas at the bottom we assume an insulating boundary (q b = 0). 
The fluxes of salinity at the surface and at the bottom are assumed to be zero in all our simulations.

The water-column concentration 𝐴𝐴 𝐴𝐴𝑤𝑤𝜓𝜓  (per unit mass) of any dissolved tracer ψ (e.g., oxygen) follows from a 
reaction-transport equation of the form

𝜕𝜕𝜕𝜕𝑤𝑤𝜓𝜓

𝜕𝜕𝜕𝜕
=

𝜕𝜕

𝜕𝜕𝜕𝜕

(

(

𝜈𝜈𝑏𝑏𝜕𝜕 + 𝜈𝜈𝜓𝜓
)𝜕𝜕𝜕𝜕𝑤𝑤𝜓𝜓

𝜕𝜕𝜕𝜕

)

+𝑄𝑄𝑤𝑤
𝜓𝜓 , (6)

where νψ denotes the corresponding molecular tracer diffusivity, and 𝐴𝐴 𝐴𝐴𝑤𝑤
𝜓𝜓 the sum of the source and sink terms.

As the goal of this study is the investigation of the basic hydrodynamic mechanisms that control the exchange 
of oxygen and other dissolved tracers across the sediment-water interface, we restrict ourselves to two types of 
tracers here: oxygen and a second tracer that we refer to as “oxygen demand units” (ODUs), representing the 
amount of oxygen required to re-oxidize reduced chemical compounds. Similarly, Soetaert et al. (1996a, 1996b) 

http://teos-10.org
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suggested to use ODUs as a bulk representation for all reduced compounds other than ammonia whereas our more 
simpler model does not make this distinction. Based on the generic transport equation in Equation 6, the evolution 
of oxygen in the water column is modeled as

𝜕𝜕𝜕𝜕𝑤𝑤
O2

𝜕𝜕𝜕𝜕
=

𝜕𝜕

𝜕𝜕𝜕𝜕

(

(

𝜈𝜈𝑏𝑏𝜕𝜕 + 𝜈𝜈O2
)𝜕𝜕𝜕𝜕𝑤𝑤

O2

𝜕𝜕𝜕𝜕

)

− 𝜕𝜕𝑤𝑤
O2

𝜕𝜕𝑤𝑤
OD
𝑘𝑘𝜕𝜕, (7)

whereas the evolution of the ODU concentration is described by an equation of the form

𝜕𝜕𝜕𝜕𝑤𝑤
OD

𝜕𝜕𝜕𝜕
=

𝜕𝜕

𝜕𝜕𝜕𝜕

(

(

𝜈𝜈𝑏𝑏𝜕𝜕 + 𝜈𝜈OD

)𝜕𝜕𝜕𝜕𝑤𝑤
OD

𝜕𝜕𝜕𝜕

)

− 𝜕𝜕𝑤𝑤
O2

𝜕𝜕𝑤𝑤
OD
𝑘𝑘𝜕𝜕. (8)

The oxidation of ODUs is described here with the help of a standard second-order kinetic model, where the param-
eter kt sets the reaction time scale. This parameter is assumed to be constant for simplicity in our idealized study 
although the numerical implementation would allow for a temperature dependency as in Radtke et al. (2019). 
For simplicity, we also ignore the dynamics of resuspended particles as well as any other direct oxygen or ODU 
source/sink terms in the water column (e.g., due to photosynthesis or respiration) as these processes are not essen-
tial to understand the basic hydrodynamic control mechanisms studied here. However, it would be straightforward 
to included any extra source and sink terms if required for a particular application.

The fluxes of oxygen and ODUs at the surface will be denoted as 𝐴𝐴 𝐴𝐴𝑠𝑠

O2
 and 𝐴𝐴 𝐴𝐴𝑠𝑠

OD
 , respectively, in the following. Here, 

we adjust 𝐴𝐴 𝐴𝐴𝑠𝑠

O2
 exactly such that the surface oxygen concentration is always kept at the saturation level, computed 

as a function of temperature and salinity according Garcia and Gordon (1992). This implicitly assumes that the 
gas exchange with the atmosphere is uninhibited, which is a simple but sufficient model for the purpose of this 
idealized study. As 𝐴𝐴 𝐴𝐴𝑤𝑤

OD
 will be negligibly small in the oxygen-saturated near-surface region, we assume that the 

flux of ODUs across the surface vanishes: 𝐴𝐴 𝐴𝐴𝑠𝑠

OD
(𝑧𝑧 = 𝐻𝐻) = 0 (although this condition could be easily relaxed if 

outgassing of ODUs would be a relevant factor). The fluxes of oxygen and ODUs at the bottom, 𝐴𝐴 𝐴𝐴𝑏𝑏

O2
 and 𝐴𝐴 𝐴𝐴𝑏𝑏

OD
 , 

depend on both the hydrodynamic conditions near the sediment-water interface and the biogeochemistry of the 
benthic compartment. These processes are the central topic of our paper, and will therefore be described in detail 
in the following section.

2.2. Benthic Compartment

The evolution of the concentration 𝐴𝐴 𝐴𝐴
𝑝𝑝
𝜓𝜓 (per unit pore water mass) of a tracer ψ dissolved in the pore water is 

modeled according to Boudreau (1997):

𝜙𝜙
𝜕𝜕𝜕𝜕

𝑝𝑝
𝜓𝜓

𝜕𝜕𝜕𝜕
=

𝜕𝜕

𝜕𝜕𝜕𝜕

(

𝜙𝜙
𝜈𝜈𝜓𝜓

𝜃𝜃2

𝜕𝜕𝜕𝜕
𝑝𝑝
𝜓𝜓

𝜕𝜕𝜕𝜕

)

+ 𝜙𝜙𝜙𝜙
𝑝𝑝
𝜓𝜓 , (9)

where ϕ is the (volumetric) porosity of the sediment and θ the tortuosity that represents the net effect of the 
curved diffusion path in a porous material. For simplicity, sediment accretion is ignored in our study. The sum of 
the sources and sinks of the tracer is denoted as 𝐴𝐴 𝐴𝐴

𝑝𝑝
𝜓𝜓 . Here, consistent with Equations 7 and 8, we only consider 

oxygen and ODUs as relevant tracers. Following Equation 9, the transport equation for the porewater oxygen 
concentration can be expressed as

𝜙𝜙
𝜕𝜕𝜕𝜕

𝑝𝑝

O2

𝜕𝜕𝜕𝜕
=

𝜕𝜕

𝜕𝜕𝜕𝜕

(

𝜙𝜙
𝜈𝜈O2

𝜃𝜃2

𝜕𝜕𝜕𝜕
𝑝𝑝

O2

𝜕𝜕𝜕𝜕

)

− 𝜙𝜙𝜙𝜙O2
(

𝜕𝜕
𝑝𝑝

O2

)

− 𝜙𝜙𝜕𝜕
𝑝𝑝

O2

𝜕𝜕
𝑝𝑝

OD
𝑘𝑘𝜕𝜕, (10)

whereas the ODU evolution is described as

𝜙𝜙
𝜕𝜕𝜕𝜕

𝑝𝑝

OD

𝜕𝜕𝜕𝜕
=

𝜕𝜕

𝜕𝜕𝜕𝜕

(

𝜙𝜙
𝜈𝜈OD

𝜃𝜃2

𝜕𝜕𝜕𝜕
𝑝𝑝

OD

𝜕𝜕𝜕𝜕

)

+ 𝜙𝜙𝜙𝜙OD

(

1 −
(

𝜕𝜕
𝑝𝑝

O2

))

− 𝜙𝜙𝜕𝜕
𝑝𝑝

O2

𝜕𝜕
𝑝𝑝

OD
𝑘𝑘𝜕𝜕, (11)

where we used the same second-order kinetics as in Equations 7 and 8 to describe the re-oxidation of reduced 
compounds. The source/sink terms SO2 and SOD describe the porewater consumption of oxygen and the production 
of ODUs by remineralization of organic matter, respectively. In our model, these constant rates are multiplied by 
the Heaviside function, 𝐴𝐴 (𝑥𝑥) , which follows the usual definition that 𝐴𝐴 (𝑥𝑥) = 1 for x > 0 and 𝐴𝐴 (𝑥𝑥) = 0 otherwise. 



Journal of Geophysical Research: Oceans

UMLAUF ET AL.

10.1029/2023JC019651

5 of 24

According to Equations 10 and 11, this implies that oxygen is consumed at a constant rate, SO2, as long as it is 
available 𝐴𝐴

(

𝑐𝑐
𝑝𝑝

O2
> 0

)

 , and otherwise ODUs will be produced at the constant rate SOD. Microorganisms will prefer-
entially use dissolved oxygen for the mineralization process as this is the energetically most efficient choice. If 
oxygen becomes unavailable, other substances (nitrate, manganese and iron oxides, sulfate) will be used as alter-
native electron acceptors, thereby converting them to their reduced forms (ammonium, manganese-II and iron-II, 
hydrogen sulfide). Finally, methane will be produced, reducing the carbon itself. Our ODU tracer is thought to 
represent the bulk effect of (the most relevant of) these reduced compounds, which is similar to the approach used 
by Soetaert et al. (1996a, 1996b). ODUs will typically diffuse upward and become re-oxidized in the presence of 
dissolved oxygen. This secondary reaction acts as a non-conservative sink term in all tracer transport equations, 
reducing the concentration of both oxygen and ODUs at the same rate. For simplicity, we ignore the additional 
complexities of bioturbation, solid-liquid interactions, sediment accretion, etc., that do not form an essential 
component of the hydrodynamic feedback mechanisms we wish to study here.

3. Sediment-Water Fluxes
At the sediment-water interface, oxygen and ODUs are diffusively exchanged between the benthic compartment, 
represented by Equations 10 and 11, and the water column:

𝑓𝑓𝑏𝑏

O2

= −𝜙𝜙
𝜈𝜈O2

𝜃𝜃2

𝜕𝜕𝜕𝜕
𝑝𝑝

O2

𝜕𝜕𝜕𝜕
, 𝑓𝑓 𝑏𝑏

OD
= −𝜙𝜙

𝜈𝜈OD

𝜃𝜃2

𝜕𝜕𝜕𝜕
𝑝𝑝

OD

𝜕𝜕𝜕𝜕
at 𝜕𝜕 = 0, (12)

where 𝐴𝐴 𝐴𝐴𝑏𝑏

O2
 and 𝐴𝐴 𝐴𝐴𝑏𝑏

OD
 denote the diffusive fluxes per unit mass. Tracer fluxes at the lower edge of the benthic 

compartment, z = −D, are set to zero (here, D denotes the thickness of the benthic layer). Note that all fluxes are 
positive into the positive z-direction (i.e., positive upward).

3.1. Law of the Wall for Tracers

The sediment-water fluxes are determined by a complex interaction of the sediment biogeochemistry and the 
turbulent processes near the sediment-water interface. The latter are determined by well-known similarity solu-
tions that are valid for high Reynolds number flows inside a near-bottom region with approximately constant 
fluxes (Pope, 2000). The vertical flux 𝐴𝐴 𝐴𝐴𝑏𝑏

𝑐𝑐  (positive upward) of any tracer c (here: oxygen and ODUs) in this region 
corresponds, by definition, to the sediment-water flux, respectively.

Similar to the well-known logarithmic bottom layer for the velocity in Equation A5, Kader and Yaglom (1972) 
and Yaglom and Kader (1974) showed that, inside the constant flux region, also the profile of any tracer c follows 
a logarithmic behavior that, in our notation, can be written as

𝑐𝑐𝑏𝑏 − 𝑐𝑐

𝑐𝑐∗
=

𝑆𝑆𝑐𝑐𝑡𝑡

𝜅𝜅
ln

𝑧𝑧 + 𝑧𝑧0

𝑧𝑧0
+ 𝛽𝛽𝛽 (13)

where c b denotes the value of c directly at the sediment-water interface, 𝐴𝐴 𝐴𝐴∗ = 𝑓𝑓𝑏𝑏
𝐴𝐴 ∕𝑢𝑢∗ the so-called friction (or flux) 

concentration, and 𝐴𝐴 𝐴𝐴𝐴𝐴𝑡𝑡 = 𝜈𝜈𝑡𝑡∕𝜈𝜈
𝑏𝑏
𝑡𝑡
 the turbulent Schmidt number that Kader and Yaglom (1972) and Yaglom and 

Kader (1974) assumed to be constant. Finally, β denotes an unknown transfer function that essentially depends on 
the molecular Schmidt number, Sc = ν/νc, and the roughness properties of the bottom (see Appendix B).

The parameter z0 appearing in Equation 13 is a length scale related to the bottom roughness. For a hydrody-
namically smooth bottom, z0 scales with the viscous sublayer thickness: z0 = ν/u* exp(−κB), which, using the 
standard values for the model parameters κ ≈ 0.4 and B ≈ 5.5, can also be written as z0 ≈ 0.1ν/u* (Pope, 2000). 
For a hydrodynamically rough bottom, z0 is determined by the scale ks of the bottom roughness elements: z0 = ks 
exp(−κB′), where B′ is a model parameter. For B′ ≈ 8.5 (Pope, 2000), this yields the frequently used relation 
z0 ≈ ks/30. According to Kader (1981), a bottom with 𝐴𝐴 𝐴𝐴+

𝑠𝑠 = 𝐴𝐴𝑠𝑠𝑢𝑢∗∕𝜈𝜈 𝜈 3 (or, equivalently, 𝐴𝐴 𝐴𝐴+
0

= 𝐴𝐴0𝑢𝑢∗∕𝜈𝜈 𝜈 0.1 ) is 
hydrodynamically smooth, whereas a hydrodynamically rough bottom is characterized by 𝐴𝐴 𝐴𝐴+

𝑠𝑠 > 100 (or 𝐴𝐴 𝐴𝐴+
0
> 3 ).

It can be shown (see Appendix A) that the logarithmic near-bottom distributions for both momentum in Equa-
tion A5 and tracers in Equation 13 are exact solutions of our model equations. The model is therefore in perfect 
agreement with the wall-layer distributions suggested on theoretical grounds by Kader and Yaglom (1972) and 
Yaglom and Kader (1974). Note that this will be the case also for any other turbulence model that predicts a 
turbulent diffusivity profile as in Equation A7 with a constant turbulent Schmidt number Sct.
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As our study will largely focus on the fundamental properties of the tracer equations and their numerical imple-
mentation, the details of the model for β are of secondary importance here. All our simulations will therefore rely 
on the simplified expression β = 14.28 Sc 2/3, derived in Equation B2, which is applicable for a hydrodynamically 
smooth bottom and Sc → ∞. Consistent with this model, we compute z0 here and in Equation A5 based on the 
relation z0 = ν/u* exp(−κB), valid for a smooth bottom (see above).

3.2. Transfer Functions

From Equation A5, it is easy to show that the bottom momentum flux (or the bottom stress) can be written 
compactly as

𝜏𝜏𝑏𝑏

𝜌𝜌0
= 𝑢𝑢2

∗
= 𝐶𝐶𝑑𝑑|𝒖𝒖|

2, (14)

with a quadratic drag coefficient defined as

𝐶𝐶𝑑𝑑(𝑧𝑧) =

(

1

𝜅𝜅
ln

𝑧𝑧 + 𝑧𝑧0

𝑧𝑧0

)

−2

. (15)

It should be recalled that, for the smooth case, z0 depends on u*, such that a numerical iteration technique is 
required to solve the non-linear equation in Equation 14.

Similarly, the sediment-water flux 𝐴𝐴 𝐴𝐴𝑏𝑏
𝑐𝑐  of a tracer c can be computed by re-arranging Equation 13 in the following 

form:

𝑓𝑓𝑏𝑏
𝑐𝑐 = 𝑢𝑢∗𝑟𝑟𝑐𝑐

(

𝑐𝑐𝑏𝑏 − 𝑐𝑐
)

, (16)

where the u*rc can be interpreted as a transfer velocity, computed based on the transfer coefficient

𝑟𝑟𝑐𝑐(𝑧𝑧) =

(

𝑆𝑆𝑐𝑐𝑡𝑡

𝜅𝜅
ln

𝑧𝑧 + 𝑧𝑧0

𝑧𝑧0
+ 𝛽𝛽

)

−1

. (17)

Note that, different from the fixed “bulk” concentration typically assumed in transfer laws of the form in 
Equation 16 (see Boudreau, 1997), both the tracer concentration c and the transfer coefficient rc appearing in 
Equation 16 are precisely defined functions of z. Especially for tracers with small molecular Schmidt/Prandtl 
number,  that is, when β is small and the logarithmic component in Equation 17 thus becomes relevant, model 
results become grid dependent if this dependency on z is not taken into account.

For solutes with a large molecular Schmidt number Sc, on the other hand, we have β ≫ 1 and thus rc ≈ β −1 as the 
logarithmic term in Equation 17 will be negligible. Under this condition, and assuming that the concentration 
c(z) above the DBL is approximately constant and equal to cδ, equating Equations 1 and 16 yields an expression 
of the form

𝛿𝛿𝑐𝑐 ≈
𝜈𝜈𝑐𝑐

𝑢𝑢∗𝑟𝑟𝑐𝑐
≈

𝜈𝜈𝑐𝑐𝛽𝛽

𝑢𝑢∗
, (18)

which we will use below to diagnose the thickness of the DBL. Note that using the simplified expression for β in 
Equation B2, the diffusive boundary thickness in Equation 18 can be written as δc ∝ Sc −1/3ν/u*, consistent with 
numerous expressions of the same form summarized in Boudreau (1997).

4. Numerics
The one-dimensional transport equations for momentum in Equations 2 and 3, temperature in Equation 4, and 
salinity in Equation 5 are solved as standard components of the General Ocean Turbulence Model (GOTM, see 
https://www.gotm.net), which forms the modeling environment used in our study. The turbulent diffusivities 
for momentum and tracers defined in Equation A1 are computed in GOTM from an algebraic second-moment 
turbulence closure model combined with two transport equations for the turbulence kinetic energy, Equation A2, 
and the dissipation rate, Equation A3, as explained in more detail in Appendix A. The numerical discretization 

https://www.gotm.net
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and implementation of these standard equations are described in (Umlauf et al., 2005), and are therefore only 
briefly summarized below. For the purpose of this study, GOTM was extended by including discretized versions 
of the transport equations for the biogeochemical tracers, Equations 7 and 8, and a benthic module, in which 
the transport equations for the pore water concentrations, Equations 10 and 11, are solved. For both the pelagic 
and the benthic compartments, we used a time splitting scheme to separate the vertical transport terms from the 
biogeochemical reactions based on the Framework for Aquatic Biogeochemical Models (FABM, see Bruggeman 
and Bolding (2014) and https://fabm.net). Details are described in the following.

4.1. Vertical Transport of Tracers

The vertical grids in the water column and benthic compartments consist of 𝐴𝐴 𝐴𝐴𝑤𝑤
max and 𝐴𝐴 𝐴𝐴

𝑝𝑝
max vertical layers with 

thickness hk, respectively. In the following, layers in the water column are numbered from k = 1 at the bottom to 
𝐴𝐴 𝐴𝐴 = 𝐴𝐴𝑤𝑤

max for the uppermost layer just below the water surface. For the benthic compartment, layers are numbered 
from k = −1 (just below the sediment-water interface) to 𝐴𝐴 𝐴𝐴 = −𝐴𝐴

𝑝𝑝
max at the lower edge of the sediment compartment.

For a generic description of vertical transport in both the water column and the sediment compartment, and in 
view of a future extension of our numerical method to three-dimensional applications, we assign generalized 
“volumes” Vk to all grid cells. In the one-dimensional modeling context discussed here, we have Vk = hk for the 
water column, whereas for the benthic compartment, we additionally account for the reduction of the porewater 
volume due to porosity: Vk = ϕkhk. Similarly, we define horizontal interface “areas,” Ak+1/2, between grid cells 
k and k + 1. In the simple one-dimensional context discussed here, we have Ak+1/2 = 1 for the water column, 
whereas, for the benthic compartment, we again account for the effect of porosity: Ak+1/2 = ϕk+1/2. The effective 
area Ab of the sediment-water interface is given by Ab = A1/2 = A−1/2 = ϕ−1/2.

During each time step, we first update the transport equations for momentum in Equations 2 and 3, tempera-
ture in Equation 4, and salinity in Equation 5, and their boundary conditions, as described in detail in Umlauf 
et al. (2005). Then, as the first step of our operator splitting approach, the biogeochemical tracer concentrations 
are updated from their values c n at time t n to an intermediate time stage c ⋆, taking into account only the effect of 
vertical transport. Using the generalized cell “volumes” and interface “areas” introduced above, our time stepping 
scheme for the vertical transport terms can be written as

𝑉𝑉𝑘𝑘

𝑐𝑐⋆
𝑘𝑘
− 𝑐𝑐𝑛𝑛

𝑘𝑘

Δ𝑡𝑡
= −

(

𝐴𝐴𝑘𝑘+1∕2𝐽𝐽𝑘𝑘+1∕2 − 𝐴𝐴𝑘𝑘−1∕2𝐽𝐽𝑘𝑘−1∕2

)

, (19)

where Δt denotes the (constant) time step and Jk+1/2 the diffusive flux between grid cells k and k + 1. The latter 
is discretized from a semi-implicit scheme of the form

𝐽𝐽𝑘𝑘+1∕2 = −𝜈𝜈𝑘𝑘+1∕2

(

𝜎𝜎
𝑐𝑐⋆
𝑘𝑘+1

− 𝑐𝑐⋆
𝑘𝑘

𝑧𝑧𝑘𝑘+1 − 𝑧𝑧𝑘𝑘
+ (1 − 𝜎𝜎)

𝑐𝑐𝑛𝑛
𝑘𝑘+1

− 𝑐𝑐𝑛𝑛
𝑘𝑘

𝑧𝑧𝑘𝑘+1 − 𝑧𝑧𝑘𝑘

)

, (20)

where zk is the vertical position of the center of the kth layer, and νk+1/2 the effective diffusivity at the interface. 
For the water column, νk+1/2 corresponds to the sum of the molecular and turbulent diffusivities in Equations 7 
and 8, whereas for the pore water equations in Equations 10 and 11, νk+1/2 includes the θ 2 term to account for the 
effects of tortuosity. For a large diffusivity, a small layer thickness, and a large time step, only a fully implicit 
scheme with σ = 1 preserves non-negative tracer concentrations, c ⋆ ≥ 0. We will therefore only use this type of 
time stepping scheme in the following.

4.2. Sediment-Water Fluxes

The water column and the benthic compartments are coupled via the tracer flux 𝐴𝐴 𝐴𝐴𝑏𝑏
𝑐𝑐  at the sediment water inter-

face. With 𝐴𝐴 𝐴𝐴𝑏𝑏
𝑐𝑐  from Equation 16, the flux on the water side is given by

𝐴𝐴1∕2𝐽𝐽1∕2 = 𝑓𝑓1∕2 = 𝑢𝑢∗𝑟𝑟𝑐𝑐(𝑧𝑧1)
(

𝑐𝑐𝑏𝑏 − 𝑐𝑐1
)

, (21)

whereas a one-sided discretization of the flux on the sediment side yields:

𝐴𝐴−1∕2𝐽𝐽−1∕2 = 𝑓𝑓−1∕2 = −𝜙𝜙−1∕2

𝜈𝜈𝑐𝑐

𝜃𝜃2
−1∕2

𝑐𝑐𝑏𝑏 − 𝑐𝑐−1

0.5ℎ−1

. (22)

https://fabm.net
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As already noted in the context of Equation 17 above, the dependency of rc on the position z1 of the lowermost 
grid point in Equation 21 insures that our bulk model for the sediment-water fluxes is grid-independent. This is 
not the case for bulk models that assume a constant transfer coefficient.

Assuming continuity across the sediment-water interface, f1/2 = f−1/2, Equations 21 and 22 can be combined into 
an equation for the tracer concentration at the interface,

𝑐𝑐𝑏𝑏 =

𝑢𝑢∗𝑟𝑟𝑐𝑐(𝑧𝑧1)𝑐𝑐1 + 𝜙𝜙−1∕2

𝜈𝜈𝑐𝑐

𝜃𝜃2
−1∕2

0.5ℎ
−1

𝑐𝑐−1

𝑢𝑢∗𝑟𝑟𝑐𝑐(𝑧𝑧1) + 𝜙𝜙−1∕2

𝜈𝜈𝑐𝑐

𝜃𝜃2
−1∕2

0.5ℎ
−1

. (23)

Based on Equations 22 and 23, the sediment-water flux can be written as a diffusive flux,

𝑓𝑓𝑏𝑏
𝑐𝑐 (𝑐𝑐1, 𝑐𝑐−1) = −𝐴𝐴𝑏𝑏𝜈𝜈𝑏𝑏

𝑐𝑐1 − 𝑐𝑐−1

𝑧𝑧1 − 𝑧𝑧−1
, (24)

where the effective diffusivity at the sediment-water interface is

𝜈𝜈𝑏𝑏 = 𝜈𝜈1∕2 = 𝜈𝜈−1∕2 =

𝑢𝑢∗𝑟𝑟𝑐𝑐(𝑧𝑧1)
𝜈𝜈𝑐𝑐

𝜃𝜃2
−1∕2

0.5ℎ
−1

𝑢𝑢∗𝑟𝑟𝑐𝑐(𝑧𝑧1) + 𝜙𝜙−1∕2

𝜈𝜈𝑐𝑐

𝜃𝜃2
−1∕2

0.5ℎ
−1

(𝑧𝑧1 − 𝑧𝑧−1). (25)

Integrating Equation 25 into Equations 19 and 20, a coupled tridiagonal system of equations for the combined 
pelagic and benthic compartments can be derived. While it would be possible to solve this system directly, we 
prefer to split it into two tridiagonal subsystems for the pelagic and benthic compartments, respectively, to allow 
for a better modularization of the code, in particular regarding the possibility to use different time steps for 
both compartments (although this option is currently not used in our implementation). In each of these subsys-
tems, 𝐴𝐴 𝐴𝐴𝑏𝑏

𝑐𝑐

(

𝑐𝑐𝑛𝑛
1

, 𝑐𝑐𝑛𝑛
−1

)

 is applied as a Neumann boundary condition at the sediment-water interface. In order to avoid 
negative tracer concentrations, any outgoing boundary flux is limited by an implicit Patankar-type source term 
discretization (Patankar, 1980):

𝑓𝑓1∕2 = 𝑓𝑓−1∕2 =

⎧

⎪

⎨

⎪

⎩

(

𝑐𝑐⋆
1

∕𝑐𝑐𝑛𝑛
1

)

𝑓𝑓𝑏𝑏
𝑐𝑐 for 𝑓𝑓𝑏𝑏

𝑐𝑐 = 𝑓𝑓𝑏𝑏
𝑐𝑐

(

𝑐𝑐𝑛𝑛
1

, 𝑐𝑐𝑛𝑛
−1

)

< 0,

(

𝑐𝑐⋆
−1

∕𝑐𝑐𝑛𝑛
−1

)

𝑓𝑓𝑏𝑏
𝑐𝑐 for 𝑓𝑓𝑏𝑏

𝑐𝑐 = 𝑓𝑓𝑏𝑏
𝑐𝑐

(

𝑐𝑐𝑛𝑛
1

, 𝑐𝑐𝑛𝑛
−1

)

> 0.
 (26)

In practice, the application of Equation 26 requires that the sequence in which the linear systems for the pelagic 
and benthic compartments are solved, respectively, is determined at run time, depending on the direction of 
the sediment-water flux 𝐴𝐴 𝐴𝐴𝑏𝑏

𝑐𝑐

(

𝑐𝑐𝑛𝑛
1

, 𝑐𝑐𝑛𝑛
−1

)

 at the current time step: the system for the donating compartment is always 
solved first, and the Patankar-limited boundary flux is then diagnosed and applied to the receiving compartment 
to guarantee mass conservation. Note that this component of our numerical scheme is essential to guarantee 
positivity and stability.

4.3. Biogeochemical Reactions

After integrating the vertical transport terms for both compartments according to Equations 19 and 20, the time 
step is completed by including the effects of biogeochemical reactions according to:

𝑐𝑐𝑛𝑛+1
𝑘𝑘

− 𝑐𝑐⋆
𝑘𝑘

△𝑡𝑡
= 𝑄𝑄𝑘𝑘, (27)

where Qk denotes the sum of the source and sink terms appearing on the right hand sides of the tracer transport 
equations. Numerically, we use the positive Euler-Forward method described by Radtke and Burchard (2015) to 
solve Equation 27. This is a simple clipping method that avoids negative concentrations. First, the source and 
sink terms for the three types of processes appearing in the tracer equations are computed: oxygen consumption 
in the sediment, ODU production in the sediment, and second-order reactions between oxygen and ODUs. A 
simple Euler-Forward integration is typically done to update the concentrations. However, if this approach turns 
out to locally produce negative oxygen or ODU concentrations, we split the time step. We first integrate over a 



Journal of Geophysical Research: Oceans

UMLAUF ET AL.

10.1029/2023JC019651

9 of 24

sub-timestep, whose length is chosen to yield a tracer concentration (for either ODUs or oxygen) of exactly zero. 
Then, we switch off all processes that consume this tracer. If it is oxygen consumption that we switched off, we 
activate ODU production instead, since the grid cell is now anoxic. With these modified process rates, we finally 
integrate over the remaining sub-timestep, again using an Euler-forward scheme. It is straightforward to general-
ize this approach to an arbitrary number of tracers (Radtke & Burchard, 2015).

5. Conservation Properties and Parameters
5.1. Conservation Properties

The tracer concentrations in the water column, 𝐴𝐴 𝐴𝐴𝑤𝑤
O2

 and 𝐴𝐴 𝐴𝐴𝑤𝑤
OD

 , and the pore water, 𝐴𝐴 𝐴𝐴
𝑝𝑝

O2
 and 𝐴𝐴 𝐴𝐴

𝑝𝑝

OD
 , are no conserved quanti-

ties because the re-oxidization of ODUs in regions with overlapping non-zero concentrations represents a sink term 
for both oxygen and ODUs. However, the concentration differences, 𝐴𝐴 𝐴𝐴𝑤𝑤

O2

− 𝐴𝐴𝑤𝑤
OD

 and 𝐴𝐴 𝐴𝐴
𝑝𝑝

O2

− 𝐴𝐴
𝑝𝑝

OD
 , are not affected by this 

process. This can be easily shown by computing the difference of the corresponding transport equations for the water 
column, Equations 7 and 8, and the benthic compartment, Equations 10 and 11, respectively. Integrating the resulting 
difference equations across the water column of depth H and the benthic layer of thickness D, respectively, yields:

d

d𝑡𝑡 ∫

𝐻𝐻

0

(

𝑐𝑐𝑤𝑤
O2

− 𝑐𝑐𝑤𝑤
OD

)

d𝑧𝑧 = −𝑓𝑓𝑠𝑠

O2

+

(

𝑓𝑓𝑏𝑏

O2

− 𝑓𝑓𝑏𝑏

OD

)

, (28)

d

d𝑡𝑡 ∫

0

−𝐷𝐷

𝜙𝜙
(

𝑐𝑐
𝑝𝑝

O2

− 𝑐𝑐
𝑝𝑝

OD

)

d𝑧𝑧 = −

∫

0

−𝐷𝐷

𝜙𝜙
[

𝑆𝑆O2
(

𝑐𝑐
𝑝𝑝

O2

)

+ 𝑆𝑆OD

(

1 −
(

𝑐𝑐
𝑝𝑝

O2

))]

d𝑧𝑧 −
(

𝑓𝑓𝑏𝑏

O2

− 𝑓𝑓𝑏𝑏

OD

)

, (29)

where we used the boundary conditions in Equation 12 and assumed, as already noted above, that the ODU flux 
at the oxygen-saturated water surface is negligible, and that all fluxes vanish at the lower edge of the benthic 
compartment, z = −D. We will refer to the concentration differences, 𝐴𝐴 𝐴𝐴𝑤𝑤

O2

− 𝐴𝐴𝑤𝑤
OD

 and 𝐴𝐴 𝐴𝐴
𝑝𝑝

O2

− 𝐴𝐴
𝑝𝑝

OD
 , as the “total” 

oxygen concentrations in the following, noting that negative total oxygen concentrations indicate the amount of 
oxygen required to completely re-oxidize available ODUs.

Assuming that the porosity, ϕ, is vertically constant and that the consumption rates are equal, SO2 = SOD, which 
is a reasonable approximation in the context of our study as discussed in more detail below, Equation 29 can be 
further simplified to yield:

d

d𝑡𝑡 ∫

0

−𝐷𝐷

𝜙𝜙
(

𝑐𝑐
𝑝𝑝

O2

− 𝑐𝑐
𝑝𝑝

OD

)

d𝑧𝑧 = −𝜙𝜙𝜙𝜙O2𝐷𝐷 −

(

𝑓𝑓𝑏𝑏

O2

− 𝑓𝑓𝑏𝑏

OD

)

, (30)

Under stationary conditions, adding Equations 28 and 30 yields 𝐴𝐴 𝐴𝐴𝑠𝑠

O2

= −𝜙𝜙𝜙𝜙O2𝐷𝐷 , which has the simple interpretation 
that all oxygen consumed in the sediment has to enter the coupled sediment-water system via the surface. A simi-
lar relation can also be deduced from Equation 30 for the sediment-water fluxes (again for stationary conditions): 

𝐴𝐴 𝐴𝐴𝑏𝑏

O2

− 𝐴𝐴𝑏𝑏

OD
= −𝜙𝜙𝜙𝜙O2𝐷𝐷 , suggesting that the total benthic oxygen demand is balanced by both an oxygen flux into, 

and an export of ODUs out of, the benthic compartment (although the former usually dominates, as shown below).

5.2. Parameters

Many of the parameters determining the sediment properties and biogeochemistry are not well constrained. A 
precise quantification of all parameters, however, is not required for our idealized study focusing on the basic mech-
anisms controlling the diffusive sediment-water fluxes. We will therefore largely rely on order-of-magnitude esti-
mates here, and only investigate the sensitivity of our results with respect to changes in the most relevant parameters.

As the molecular diffusivities for oxygen and the majority of the relevant reduced substances are of the order of 
10 −9 m 2 s −1 (e.g., at 20°C: 0.7 × 10 −9 m 2 s −1 for Fe 2+ and Mn 2+; 1.9 × 10 −9 m 2 s −1 for 𝐴𝐴 NH

+

4
 ; and 2.4 × 10 −9 m 2 s −1 

for O2), we chose νO2 = νOD = 10 −9 m 2 s −1 in the following. For the porosity, we chose a typical value of ϕ = 0.9 
and assume, for simplicity, θ = 1 for the tortuosity, noting, however, that the numerical implementation allows for 
arbitrary distributions of both quantities.

An order-of-magnitude estimate for the consumption/production rates, SO2 and SOD, can be obtained from the simple 
assumption that the oxygen flux through the sediment-water interface is consumed in the benthic compartment, either 
by aerobic respiration or by the oxidation of ODUs. Various studies conducted in lakes (Brand et al., 2008; Bryant, 
Lorrai, et al., 2010; Bryant, McGinnis, et al., 2010; Lorke et al., 2003; Schwefel et al., 2017) and shallow marine 
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systems (Berg et al., 2003; Holtappels et al., 2013, 2015) have shown that oxygen fluxes (per unit volume) are often 
of order 10 mmol m −2 d −1, which, converted to the fluxes per unit mass used in our study, corresponds to 𝐴𝐴 𝐴𝐴𝑏𝑏

O2

= 10
−5 

mol kg −1 m d −1. As discussed in the context of Equation 30, for an oxic sediment-water interface, the stationary 
oxygen flux is largely determined by the integrated oxygen consumption rate in the sediment, 𝐴𝐴 𝐴𝐴𝑏𝑏

O2

≈ −𝜙𝜙𝜙𝜙O2𝐷𝐷 , 
where we assumed that SO2 = SOD. This implies that we assume organic carbon degradation to be independent of 
depth and equal under oxic and anoxic conditions (i.e., independent of the oxidant). This is clearly a strong assump-
tion. In the supporting material, we have therefore discarded the assumption that SO2 = SOD, and conducted additional 
experiments with SO2 > SOD, which may be viewed as a simple representation of a vertically decaying remineraliza-
tion rate. Figures S2 and S3 in the Supporting Information S1 show that, near the sediment-water interface, solute 
distributions, turnover rates, oxygen penetration depths, and benthic fluxes are only weakly affected even for large 
respiration ratios up to SO2/SOD = 12.5 (Figure S3 in the Supporting Information S1). As we only focus on hydro-
dynamically mediated feedback mechanisms near the sediment-water interface here, and wish to keep our model 
as simple as possible, we therefore believe that our assumption SO2 = SOD is justified for the purpose of our study.

For ϕ = 0.9, the consumption rate SO2 can thus be estimated if 𝐴𝐴 𝐴𝐴𝑏𝑏

O2
 and the thickness D of the active benthic layer 

are known. Using the above value for 𝐴𝐴 𝐴𝐴𝑏𝑏

O2
 , and assuming D = 0.05 m, we find SO2 = SOD = 2.22 × 10 −4 mol kg −1 

d −1. As the reoxidation of ODUs is largely confined to a thin region close to the sediment-water interface, numer-
ical sensitivity experiments have shown that varying D and SO2 = SOD, while keeping their product constant, did 
not significantly affect benthic fluxes and turnover rates (one example for a two times larger benthic layer thick-
ness of D = 0.1 m is shown in Figure S1 in the Supporting Information S1).

The parameter kt, which sets the timescale for the oxidation of ODUs, strongly depends on the (combination of) 
reduced compounds thought to be represented by the ODUs (Boudreau, 1997). An order-of-magnitude estimate 
for kt can be obtained by noting that the thickness of the oxic layer, DO2, at the sediment surface is governed by 
a balance between downward diffusion and local oxygen demand by the reoxidation of reduced compounds (this 
implies that, for this estimate, we assume that aerobic respiration is negligible). Estimates for the diffusion and 
re-oxidation time scales are 𝐴𝐴 𝐴𝐴𝐷𝐷 ∼ 𝐷𝐷2

O2

∕𝜈𝜈O2 and 𝐴𝐴 𝐴𝐴𝑘𝑘 ∼

(

𝑘𝑘𝑡𝑡𝑐𝑐O2
)

−1 , respectively, where 𝐴𝐴 𝑐𝑐O2 denotes a representative 
oxygen concentration that, for a well ventilated water column, is assumed to scale with the saturation concentra-
tion (a few times 10 −3 mol kg −1). Thus, for TD ∼ Tk, we have 𝐴𝐴 𝐴𝐴𝑡𝑡 ∼ 𝜈𝜈O2∕

(

𝐷𝐷2

O2

𝑐𝑐O2
)

 . Assuming the oxygen penetra-
tion depth is typically of the order of a few millimeters, we find a kt of the order of a few times 10 5 kg mol −1d −1. 
Here, we choose kt = 5 × 10 5 kg mol −1d −1 for our basic scenarios, noting that the effect of other values is inves-
tigated in more detail below. All model parameters are summarized in Table 1.

6. Numerical Simulations
To test the robustness and reliability of our numerical scheme also under extreme conditions, we start our numerical 
investigations with an idealized setup, designed to reveal any deficiencies in the numerical methods and implemen-
tation. This model configuration includes a water column and a benthic compartment, both initialized with a strong 
oxygen deficit (large ODU concentrations) and gradually ventilated by the downward mixing of oxygen from the 

Name Description Value Unit

D Thickness of benthic layer 0.05 m

ϕ Porosity 0.9 m 3 (liquid)/m 3 (bulk)

θ Tortuosity 1

νO2 Molecular diffusivity of O2 1 × 10 −9 m 2 s −1

νOD Molecular diffusivity of ODUs 1 × 10 −9 m 2 s −1

kt Turnover rate 5 × 10 5 kg mol −1d −1

SO2 Oxygen consumption rate 2.22 × 10 −4 mol kg −1d −1

SOD ODU production rate 2.22 × 10 −4 mol kg −1d −1

H Water depth 10 m

𝐴𝐴 𝐴𝐴𝑠𝑠𝑥𝑥 Surface stress 1 × 10 −2 Pa

Table 1 
Standard Model Parameters
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surface. During the course of this numerical experiment, the redoxcline propagates downward through the entire 
water column, crosses the sediment-water interface, and finally merges into the upper part of the benthic compart-
ment. The rapid oxidation of ODUs in the vicinity of the redoxcline poses a serious challenge  to the numerical 
scheme especially during the transition of the redoxcline across the sediment-water interface, which would imme-
diately reveal potential numerical shortcomings with respect to mass conservation, positivity, and stability.

The geometry for this idealized setup consists of an unstratified (N = 0) and non-rotating (f = 0) shallow water 
column (H = 10 m) with a hydrodynamically smooth bottom, and an underlying active benthic layer of D = 0.05 m 
thickness. Initially, both the water column and the porewater are anoxic 𝐴𝐴

(

𝑐𝑐𝑤𝑤
O2

= 𝑐𝑐
𝑝𝑝

O2
= 0

)

 and characterized by a 
constant ODU concentration of 𝐴𝐴 𝐴𝐴𝑤𝑤

OD
= 𝐴𝐴

𝑝𝑝

OD
= 𝐴𝐴max

OD
 , where 𝐴𝐴 𝐴𝐴max

OD
= 2.65 × 10

−3 mol kg −1, is the maximum porewater 
concentration in the sediment after steady-state conditions have been reached (this initialization was chosen to 
accelerate the approach to steady-state conditions). At time t = 0, a constant wind stress of 𝐴𝐴 𝐴𝐴𝑠𝑠𝑥𝑥 = 0.01 Pa is applied 
(𝐴𝐴 𝐴𝐴𝑠𝑠𝑦𝑦 = 0 in all our experiments), and the surface oxygen flux 𝐴𝐴 𝐴𝐴𝑠𝑠

O2
 is adjusted at each time step to keep the surface 

oxygen concentration at the saturation level (here set to 𝐴𝐴 𝐴𝐴𝑤𝑤
O2

= 3 × 10
−4  mol kg −1), as explained at the end of 

Section 2.1 above. All other parameters correspond to those summarized in Table 1. The transport equations are 
discretized with a constant vertical resolution of Δz = 0.1 m for the water column, and, for the benthic compart-
ment, with 50 vertical layers with thickness decreasing from 2.0 × 10 −3 m at the lower edge of the benthic layer 
to 1.5 × 10 −4 m at the sediment-water interface. A common time step of Δt = 5 s is used for both compartments. 
For these values, the solutions do not dependent significantly any more on the vertical resolution and time step.

6.1. Temporal Evolution

Although the turbulent surface layer entrains down to the bottom within approximately 3 hr in this example, 
oxygen concentrations in the water column remain close to zero throughout the first day (Figure 1a), while ODU 
concentrations gradually decay to zero (Figure 1c). In our example, this decay time scale is determined by the rate 
at which oxygen is mixed down into the suboxic zone (rather than by the re-oxidation rate), as discussed in more 
detail below. After approximately a day, the redoxcline crosses the sediment-water interface, and the uppermost 
part of the benthic layer becomes oxic (Figure 1b).

This thin oxic layer near the sediment surface reaches an approximately stationary thickness of a few millim-
eters already after a few days, whereas ODU concentrations in the lower part of the benthic layer (not shown 
in Figure 1d) continue to evolve for several weeks while gradually approaching stationary conditions. In our 
example, the adjustment time scale for the benthic ODU concentrations is determined by the diffusive time scale, 
TD = D 2/νOD ≈ 29 days for the parameters in Table 1, consistent with the numerical simulations.

These adjustment processes are also reflected in the tracer concentrations and fluxes at the sediment-water inter-
face. Figure 2a shows that shortly after all ODUs in the water column have been oxidized, oxygen concentrations 
in the center of the lowermost grid cell at z = z1 (0.05 m above the sediment-water interface) start to rise, quickly 
reaching values near the saturation level at the surface (dashed line). Due to the large turbulent diffusivities in the 
water column, the small concentration difference between the surface and lowermost grid box (hardly discernible 
on the scale of the plot) is sufficient to drive a downward turbulent oxygen flux that compensates the benthic 
oxygen demand after approximately stationary conditions are reached.

Consistent with the flux model in Equation 21, oxygen fluxes into the sediment (Figure 2b) increase along with 
the increasing concentration contrast between the lowermost grid point and the sediment-water interface (blue 
and orange curves in Figure 2a) until they reach their steady-state values. Note that when stationary conditions 
are approached, the downward oxygen flux into the sediment (orange curve in Figure 2b) is slightly smaller than 
surface oxygen flux (in blue), pointing at a small but non-negligible ODU flux (in green) out of the sediment even 
under stationary conditions. Part of the oxygen entering the system through the surface is thus used to re-oxidize 
ODUs diffusing out of the sediment. For t → ∞ (not shown), the surface oxygen flux (in blue) approaches to the 
long-term total benthic oxygen demand of 10 mmol m −2 d −1 (dashed line), as required by mass conservation.

At the bottom of the benthic compartment (z = −D), ODU concentrations (Figure 2a, in red) slowly increase due 
to ODU production up to a maximum value reached on day 4, when the effect of downward diffusing oxygen 
becomes relevant, and ODU concentrations start decreasing again until the long-term stationary limit 𝐴𝐴 𝐴𝐴max

OD
 is 

reached (not shown in the figure due the long diffusive adjustment time scale, see above).

Figure 3a shows that a stronger wind stress leads to a faster oxygenation of the water column and thus to an earlier 
onset of oxygen fluxes into the sediment. This suggests that the re-oxidation of ODUs in the water column is 
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largely controlled by the downward turbulent transport of oxygen from the surface rather than by the value of 
the turnover rate kt. A larger surface stress also leads to larger bottom currents, a larger bottom stress, and thus, 
according to Equation 18, a thinner DBL. This is reflected especially in the steady-state interface concentra-
tions (Figure 3b), which, for increasing surface stress, gradually approach the saturation concentrations in the 
water column. For the largest wind stress, the DBL thickness, computed from Equation 18, has become so small 
(δO2 = 0.18 mm) that the interface concentration is within 94% of the saturation concentration.

Variations in near-bottom turbulence also control the magnitude of the sediment-water fluxes during the initial 
adjustment phase. Figure 3a shows that stronger turbulence leads to an initial overshooting of the sediment-water 
fluxes by more than 50% beyond the long-term benthic oxygen demand of 10 mmol m −2 d −1. For the less turbulent 

Figure 1. Evolution of oxygen concentrations (a) in the water column and (b) in the benthic compartment; and oxygen demand unit concentrations (c) in the water 
column and (d) in the benthic compartment. Note that only the upper 0.02 m of the active benthic layer with D = 0.05 m thickness are shown.
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cases, a thicker DBL provides an increasingly important bottle neck for the transport of oxygen into the sediment 
during this initial phase, suggesting that the initial benthic “oxygen debt” is “repaid” over longer time scales 
(Glud, 2008). After approximately 1 week, however, all fluxes approach steady-state values close to total benthic 
oxygen demand of 10 mmol m −2 d −1. The small differences in the these stationary sediment-water fluxes can again 
be attributed to the slightly different ODU fluxes from the sediment into the water column, as explained above.

6.1.1. Mass Conservation

To investigate the conservation properties of our numerical scheme, it is useful to integrate Equation 28 in time, 
showing that the amount M w(t) of “total” oxygen (see above) in the water column evolves according to

𝑀𝑀𝑤𝑤
(𝑡𝑡) =

∫

𝐻𝐻

0

(

𝑐𝑐𝑤𝑤
O2

− 𝑐𝑐𝑤𝑤
OD

)

d𝑧𝑧 = 𝑅𝑅𝑤𝑤
(𝑡𝑡) +𝑀𝑀𝑤𝑤

0

, (31)

where 𝐴𝐴 𝐴𝐴𝑤𝑤

0
= 𝐴𝐴𝑤𝑤(𝑡𝑡 = 0) , and R w(t) is the time integral of the right hand side of Equation  28. Similarly, the 

amount M p(t) of “total” oxygen in the pore water can be computed from integrating Equation 30, yielding an 
expression of the form

Figure 2. Temporal evolution of (a) oxygen and oxygen demand unit (ODU) concentrations at different vertical levels in the 
water column and benthic compartment (dashed line indicates the oxygen saturation concentration); (b) oxygen and ODU 
fluxes (positive upward, zero marked by gray line) at the surface and sediment-water interface (dashed line indicates the long-
term benthic oxygen demand), (c) vertically integrated tracer budget for the water column according to Equation 31, and (d) 
vertically integrated tracer budget for the benthic compartment according to Equation 32. Note the different scales for oxygen 
and ODUs, respectively, in panel (a). In panels (b)–(d), for convenience, the left and right axes indicate tracer concentrations 
both per unit mass and per unit volume, respectively.
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𝑀𝑀𝑝𝑝
(𝑡𝑡) =

∫

0

−𝐷𝐷

(

𝑐𝑐
𝑝𝑝

O2

− 𝑐𝑐
𝑝𝑝

OD

)

d𝑧𝑧 = 𝑅𝑅𝑝𝑝
(𝑡𝑡) +𝑀𝑀

𝑝𝑝

0

, (32)

with the initial amount of tracer, 𝐴𝐴 𝐴𝐴
𝑝𝑝

0
 , and the time integral R p(t) of the right hand side of Equation 30.

Figures 2c and 2d, comparing the left and right-hand sides of Equations 31 and 32, respectively, show that our model 
reproduces these complex tracer budgets with perfect accuracy across the entire simulation period. Combined with 
the results above, we therefore conclude that our numerical approach is stable, conservative, and guarantees posi-
tivity even in this numerically challenging scenario with a redoxcline crossing the sediment-water interface.

6.1.2. Steady-State Solutions

After stationary conditions have been reached in the above examples, the solutions are characterized by vertically 
constant fluxes of momentum and tracers across the entire water column, respectively. For the velocity, this 
results into the well-known Couette-type flow structure with two logarithmic wall-layer layers near the surface 
and the bottom (see Pope,  2000). At the bottom, the non-dimensional velocity profile (Figure 4a) converges 
toward the characteristic logarithmic shape in Equation A5, and the turbulent diffusivity (Figure 4c) approaches 
the linear wall-layer solution in Equation A6. The vertical profile of the non-dimensional oxygen concentration 
(Figure 4b) is identical to that for momentum, except for a constant offset of magnitude β and a factor of order 
1 due to the presence of the turbulent Schmidt number in Equation 13. For tracers with (molecular) Schmidt 
numbers of 𝐴𝐴 

(

103
)

 (as in our example), β is of 𝐴𝐴 
(

103
)

 , and therefore dominates over the logarithmic part in the 
wall-layer expression in Equation 13. This suggests, in accordance with available observations (see, e.g., Figure 
1a in Lorke et al., 2003), that tracer concentrations are nearly constant across the turbulent bottom boundary 
layer, except for the thin DBL immediately adjacent to the sediment-water interface. As discussed in Section 3.2 
above, the effect of this thin sublayer (not resolved in our simulations) is implicitly taken into account with the 
help of the transfer function β in Equation 17. The convergence of the numerical solutions toward the theoretical 
log-layer relations provides a rather strict test for the numerical implementation especially for the tracer profiles, 
for which vertical variations are very small.

Figure 3. Temporal evolution of (a) sediment-water oxygen fluxes and (b) oxygen concentrations at the sediment-water 
interface for different values of the surface wind stress 𝐴𝐴 𝐴𝐴𝑠𝑠𝑥𝑥 . The colored dashed lines indicate the steady-state values for t → ∞, 
respectively. The black dashed line in (b) shows the saturation concentration. All other parameters as in Figures 1 and 2.
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The corresponding steady-state tracer distributions in the benthic compartment are shown in Figure 5 (note that, 
for clarity, only the uppermost centimeter of the benthic layer is shown here). The oxygen profile for our refer-
ence case (orange line in Figure 5a) is characterized by a thin oxic layer of a few millimeters thickness, in which 
oxygen is directly consumed via the constant sink term SO2 > 0 (Figure 5c). This process is thought to represent 
aerobic heterotrophic activity in our model. Below this thin oxic layer, anaeorbic carbon degradation dominates, 
leading to the production of reduced compounds (SOD > 0) that gradually diffusive upward. Inside the redoxcline 
region with overlapping oxygen and ODU gradients, ODUs diffusing upward away from their generation region 
are re-oxidized (Figure 5d), leading to another important oxygen sink inside the oxic layer. The turnover rates 
shown in Figure 5d are typically much larger than the aerobic respiration rate of SO2 = 2 × 10 −4 mol kg −1 d −1, 
indicating that, in our example, the reoxidation of reduced compounds dominates the total benthic oxygen 
demand. This is consistent with the finding that the oxygen penetration depth is much smaller than the value of 

𝐴𝐴 𝐴𝐴O2 =

√

2𝜈𝜈O2𝑆𝑆O2𝑐𝑐
𝑏𝑏

O2

≈ 13 mm computed from the model of Bouldin (1968) for the case of purely aerobic respi-
ration (SO2 = const., SOD = 0).

Figure 5d shows that smaller turnover time scales (larger kt) result in a thinner and more pronounced redoxcline, 
inside which virtually all reduced compounds diffusing upward are consumed before reaching the sediment-water 
interface (Figure 5b). In this case, no ODUs will be able to escape from the benthic compartment. Vice-versa, for 
the largest turnover time scale (in blue), the redoxcline broadens and merges into the sediment-water interface. 
Part of the ODUs diffusing upward will therefore reach the interface and diffuse into the water column, where 
they are re-oxidized. In this situation, the oxygen flux into the sediment is not a reliable measure of total carbon 
degradation any more even after the system has become stationary.

6.2. Periodic Forcing

As near-bottom currents are often dominated by oscillating components induced by tides, internal waves, internal 
seiches in lakes, and other periodic motions, it is instructive to investigate the response of the benthic fluxes and 
concentrations with respect to periodic forcing. To this end, we prescribe a barotropic pressure gradient in the 
momentum Equation 2 exactly such that the velocity at the surface follows a sinusoidal variation of the form 
u(z = H, t) = U sin(2πt/Tp), where Tp is the forcing period and U the velocity amplitude. All other parameters 
correspond to those compiled in Table 1, except for the wind stress 𝐴𝐴 𝐴𝐴𝑠𝑠𝑥𝑥 , which is set to zero here. All simulations 
discussed in the following are analyzed after fully periodic conditions have been reached.

In our first example, we use Tp = 24 hr and U = 0.1 m s −1, which can be thought of as representing, for example, 
diurnal internal seiching motions in a lake or diurnal tidal currents in the ocean (other forcing periods will be 

Figure 4. Non-dimensional steady-state profiles of (a) velocity and (b) oxygen from numerical simulations and corresponding law-of-the-wall expressions in 
Equations A5 and 13, respectively. Panel (c) shows the simulated turbulent diffusivities of momentum and tracers (and the law-of-the-wall expression for momentum).
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studied below). Figure 6a shows that friction effects reduce the near-bottom current speeds down to approxi-
mately 0.05 m s −1, which is typical for many marine and limnic systems.

The signature of the periodic bottom currents is directly imprinted in the oxygen penetration depth and the 
benthic oxygen concentrations (Figure 6b), where concentrations at the sediment-water interface vary by more 
than a factor of 4 between periods with lowest and highest current speeds. As oxygen concentrations in the water 
column are close to saturation throughout the simulation period (not shown), this variability is largely explained 
by variations in the DBL thickness, illustrating the crucial impact of the physical forcing. Figure 6c shows that 
the thickness δO2 of the DBL increases from values below 1 mm during periods with maximum current speeds by 
more than a factor of 10 around current reversal. This variability of δO2 is directly reflected in the benthic fluxes 
(Figure 6d) that nearly collapse when bottom currents reach their minimum values. Overall, these results are 
strikingly similar to observations (Brand et al., 2008; Bryant, Lorrai, et al., 2010; Lorke et al., 2003) and idealized 
(uncoupled) simulations (Brand et al., 2009) of temporal variations of oxygen fluxes in different lakes.

It should be noted that the benthic fluxes shown Figure 6c are not symmetrically distributed about the points 
of current reversal, with consistently stronger fluxes observed after current reversal, respectively. As variations 
in δO2 are almost perfectly symmetric in time, this effect cannot be explained by the physical forcing. The more 
likely reason is the oxygen deficit that builds up around current reversal (Figure 6b). As soon as current speeds 
start increasing again, and the diffusive sublayer becomes a less important bottle neck, this deficit is compensated 
by both an increased flux of oxygen into the sediment and an enhanced export of ODUs into the water column. 
Both effects are clearly visible in Figure 6d.

Figure 7 shows the effect of different forcing periods in the range Tp = 0.5–4 days, which includes the important 
semi-diurnal and diurnal tides, near-inertial motions, and the typical frequency bands for shelf-waves in the 
ocean and internal seiching motions in lakes. All other parameters remain unchanged. After scaling the time 
t with the forcing period Tp, the curves for the DBL thicknesses (Figure 7a) nearly collapse with significant 
differences confined to short periods before and after current reversal, pointing at friction-induced phase shifts of 

Figure 5. Steady-state benthic profiles of (a) oxygen concentrations, (b) oxygen demand unit (ODU) concentrations, (c) 
ODU and oxygen source and sink terms, and (d) turnover term appearing in Equations 10 and 11. Line colors correspond to 
different values of the turnover constant kt as indicated in panel (a). Note that only the upper part of the benthic compartment 
with a total thickness of 0.05 m is shown here.
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the near-bottom velocities. This is contrasted by the oxygen penetration depths (Figure 7b), which show a clear 
dependency on Tp especially after current reversal. Cases with larger Tp show a more pronounced reduction of the 
oxygen penetration depth, indicating that a larger oxygen deficit has accumulated during the longer (in dimen-
sional units) current reversal period where interfacial oxygen fluxes are blocked by the DBL.

Figure 7c shows that the asymmetry in the interfacial oxygen fluxes discussed above is also found for all other 
forcing periods, with the strongest fluxes again occurring after current reversal, respectively. After the reversal, 
the magnitude of the oxygen fluxes shows a clear trend to decrease for increasing Tp, which at first glance is 
somewhat counter-intuitive in view of the larger oxygen debt accumulated for larger Tp. Two reasons explain 
this behavior. First, as shown in Figure 7a, for small Tp the DBL shrinks more quickly (in non-dimensional 
units) after current reversal, allowing the oxygen fluxes to recover more rapidly. Second, the reduction of the 
oxygen penetration depth for larger Tp allows ODUs to reach the sediment-water interface and escape into the 
water column (Figure 7c). This implies that less oxygen is required to re-oxidize reduced compounds inside 
the benthic layer, which is reflected in the reduced oxygen fluxes for these cases. Overall, however, it is clear 
from Figure 7c that the amplitudes of the temporal variations of the fluxes are comparable for all periods, 
which is consistent with results from a more advanced (although not fully coupled) benthic model by Brand 
et al. (2009).

Figure 6. Temporal variability of (a) surface and near-bottom velocities, (b) benthic oxygen concentrations, (c) diffusive 
boundary layer thickness, and (d) oxygen and oxygen demand unit fluxes across the sediment-water interface. The red line in 
panel (b) indicates the oxygen penetration depth, here defined as the depth at which oxygen concentrations have decayed to 
1% of the saturation concentration. Solutions are shown for fully periodic conditions. The origin of the time axis is arbitrary.
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6.3. Stratification Effects

In our final example, we study the added complexity introduced by the feedbacks between stratification, atmos-
pheric forcing, and turbulence, and their impact on oxygen dynamics. We build up on the simulation from the 
previous section by adding a sharp thermocline at 7 m depth, thus creating a 3 m thick bottom boundary layer 
(BBL) that is largely isolated from the surface region of our 10 m deep water column (Figure 8a). We use the 
same 24-hr periodic forcing as in the previous section but now also prescribe an initially weak wind stress of 

𝐴𝐴 𝐴𝐴𝑠𝑠𝑥𝑥 = 10
−3  Pa, approximately corresponding to 1 m s −1 winds, to maintain turbulence in the surface layer. The water 

column is initialized with zero ODU concentrations and oxygen concentrations of 𝐴𝐴 𝐴𝐴𝑤𝑤
O2

= 1.5 × 10
−4  mol kg −1, 

which is half the saturation concentration. As before, the surface oxygen flux is adjusted to keep oxygen concen-
trations at the surface exactly at the saturation level of 𝐴𝐴 𝐴𝐴𝑤𝑤

O2

= 3 × 10
−4  mol kg −1. The porewater was initialized 

with a constant ODU concentration of 1.5 × 10 −3 mol kg −1 and zero oxygen.

The blocking effect of the density interface on the turbulent transport is immediately evident from Figure 8a: 
while oxygen concentrations in the well-mixed surface layer quickly approach saturation levels on a time scale 
of day, they gradually decrease toward zero in the BBL. After t = 32 days, the wind stress is suddenly increased 
to 𝐴𝐴 𝐴𝐴𝑥𝑥𝑠𝑠 = 4 × 10

−2  Pa to simulate the effect of a wind event. The resulting increase in surface-layer turbulence 
leads to a quick erosion of the pycnocline and a ventilation of the entire water column down to the bottom within 
approximately 30 hr (Figure 8a).

During the initial period before the wind event, the uppermost part of the benthic layer shows periodic fluctu-
ations in oxygen concentrations and penetration depths (Figure 8b), which, similar to the unstratified case, are 

Figure 7. Periodic evolution of (a) diffusive boundary layer thickness, (b) oxygen penetration depth, and (c) oxygen and 
oxygen demand unit fluxes across the sediment-water interface for different forcing periods after fully periodic conditions are 
reached (all other parameters as in Figure 6). The dashed line in panel (a) indicates the prescribed sinusoidal velocity at the 
surface. Time has been non-dimensionalized by the forcing period Tp.
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imposed by variations in the DBL thickness (black line in Figure  8c). These fluctuations are now, however, 
modulated by a gradual decay that reflects the decreasing oxygen concentrations in the BBL. As a result, the 
sediment-water fluxes (Figure 8d) show a gradual transition from benthic oxygen uptake to a situation where 
reduced compounds (ODUs) are primarily exported from the sediments toward the BBL. Both factors lead to 
decreasing oxygen concentrations in the BBL, either by oxygen loss toward the sediment or by re-oxidation of 
reduced compounds diffusing out of the sediment.

After the onset of the wind event on day 32, benthic oxygen concentrations quickly recover (Figure 8b), ODU 
interface fluxes collapse, and the benthic oxygen demand is satisfied almost completely again by the transport of 
oxygen across the sediment-water interface (Figure 8d). It is interesting to note that, while both the near-bottom 
oxygen concentration c1 and the interface concentration c b strongly increase after the onset of the wind event 
(orange and blue lines in Figure 8c), their difference c1 − c b remains comparable. According to (16), the strongly 
increasing oxygen concentrations after the wind event can thus be largely attributed to the reduction of the 

Figure 8. Evolution of (a) pelagic oxygen concentrations, isopycnals in intervals of 0.5 kg m −3 in black, (b) benthic oxygen concentrations, (c) diffusive boundary 
layer thickness (black), oxygen concentrations in center of lowest grid cell (orange) and at the sediment-water interface (blue), and (d) sediment-water fluxes of oxygen 
(black) and oxygen demand units (dashed). The red line in (b) denotes the oxygen penetration depth as in Figure 6b.
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diffusive sublayer thickness induced by stronger near-bottom turbulence (Figure 8c), highlighting once more the 
importance of hydrodynamic effects.

7. Discussion and Conclusions
Most previous investigations of the impact of DBL variations on sediment-water solute exchange (e.g., Brand 
et al., 2009; Glud et al., 2007; Kelly Gerreyn et al., 2005) have focused solely on the benthic modeling compo-
nent, forced by prescribed pelagic solute concentrations and DBL thicknesses. While this approach provided 
valuable insights into the adjustment of the benthic biogeochemistry and fluxes in response to DBL variations, it 
obviously eliminates any benthic-pelagic feedbacks. Here, extending these previous studies, we investigated such 
feedbacks based on a fully coupled benthic-pelagic modeling approach, where near-bottom solute concentrations 
are derived from a pelagic biogeochemical model, and DBL fluctuations are computed as a function of (modeled) 
near-bottom hydrodynamics.

In our simple benthic biogeochemical model, the rates of aerobic respiration, SO2, and production of reduced 
compounds, SOD, are kept constant, thus assuming a fixed carbon oxidation rate. While the instantaneous 
sediment-water fluxes may show strong fluctuations due to variations in the DBL thickness in this model, the 
long-term average benthic oxygen demand remains constant and unaffected by the presence of the DBL. This is 
qualitatively similar to the simple analytical model used by Jørgensen and Boudreau (2001, page 232) to illus-
trate that the production of reduced compounds (sulfide in their case) determines the benthic oxygen demand 
under stationary conditions if aerobic respiration is ignored (SO2 = 0). The same behavior is also found in more 
advanced biogeochemical models discussed, for example, in Glud (2008) and Glud et al. (2007). In this context, 
it is, however, important to note that total benthic oxygen demand, including both aerobic respiration and reox-
idation of reduced compounds, can be satisfied by either a flux of oxygen into the sediments or by a release of 
reduced compounds from the sediments into the bottom boundary layer. One important result of our study (see 
Section 6.3) therefore is that the transition between these two regimes is determined by near-bottom oxygen 
concentrations and hydrodynamic control that are part of a feedback mechanism that connects decreasing oxygen 
concentrations in the bottom boundary layer to increasing fluxes of reduced compounds out of the sediment. A 
release of reduced compounds into the water column was also reported by Brand et al. (2009), who found that in 
some of their simulations up to 45% of the Fe 2+ and 95% of the Mn 2+ produced in the lower part of benthic layer 
escaped into the overlying water column. Their model was, however, forced by prescribed concentrations at the 
upper edge of the DBL, which did not allow for benthic-pelagic feedbacks.

The possibility of our model to accumulate a benthic “oxygen debt” (Glud, 2008), in form of either small benthic 
oxygen concentrations or large concentrations of reduced compounds, introduces the possibility for phase shifts 
in the benthic response to periodic hydrodynamic forcing, for example, due to tides or internal-wave motions. 
Longer forcing periods were found to induce a larger oxygen debt at the point of flow reversal, when benthic 
oxygen fluxes collapse due to the blocking effect of the DBL. This is reflected in a larger release of reduced 
compounds into the water column shortly after the flow reversal, when the DBL becomes thinner again, provid-
ing less resistance (Figure 7c). Vice-versa, shortly before the flow reversal, benthic oxygen fluxes increase for 
increasing forcing periods to compensate for the increasing benthic oxygen debt. Therefore, the ratio of the 
long-term averages of the fluxes of oxygen and reduced compounds is a function of the forcing period, or, more 
generally, of the “history” of the benthic layer. This implies that the oxygen flux, even if averaged over a long 
period, is generally not a reliable measure of the total carbon respiration rate. Overall, we find that hydrodynamic 
control of benthic fluxes is particularly relevant on time scale of days, corresponding to seiching motions in lakes, 
tides, and the typical variability of atmospheric forcing.

Finally, we want to point out that our numerical methods were designed from the outset to integrate with exist-
ing hydrodynamic models—here, GOTM—to perform fully coupled benthic-pelagic simulations. This places 
additional constraints on the type of integration methods that can be used. Hydrodynamic models generally 
use a constant, small integration time step (nearly always < 1 hr, often on the order of minutes), which coupled 
biogeochemical models must use as well to reliably represent hydrodynamic coupling feedbacks. While it is 
conceivable to employ adaptive, implicit schemes for the biogeochemistry to bridge such a single time step, the 
additional computational cost of such schemes generally only becomes worthwhile at much larger time steps. We 
also showed that the consistent integration of hydrodynamic effects on sediment-water exchange in a coupled 
modeling system poses a number of numerical challenges that carefully have to be taken into account. Our 
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numerics employ a newly developed Patankar-type (Patankar, 1980) limiter of the sediment-water fluxes to insure 
non-negative concentrations at, and mass conservations across, the sediment-water interface. This method is 
fully conservative, guarantees positive solute concentrations, and allows, in principle, for different time steps for 
the pelagic and benthic components, respectively. Alternatively, as briefly mentioned in Section 4, the benthic 
and pelagic compartments could also be combined into a single matrix system, which would avoid time splitting 
errors but would not permit different time steps for the two compartments any more. We also showed that the 
transfer coefficients for the sediment water fluxes have to be consistent with the theoretical predictions for  the 
logarithmic near-bottom layer for tracers to avoid a grid-dependence of the results. This plays an especially 
important role for tracers with small Schmidt numbers, as discussed in a related context (ice-ocean heat fluxes) 
by Burchard et al. (2022).

The focus of this study was on a consistent parameterization and numerical implementation of hydrodynamic 
control effects, and on the identification of the basic feedback mechanisms in coupled benthic-pelagic systems 
with the help of a very elementary biogeochemical model. Ongoing work will concentrate on the implemen-
tation of more advanced biogeochemical descriptions (e.g., Brand et  al.,  2009; Glud et  al.,  2007; Soetaert 
et al., 1996a, 1996b), and on their integration in three-dimensional modeling systems to reveal the spatial struc-
ture of DBL variations in real marine and limnic systems, and identify hotspots and conditions, for which hydro-
dynamic control effects are especially relevant.

Appendix A: Turbulence Modeling
The turbulent diffusivities of momentum and tracers are computed from expressions of the form

𝜈𝜈𝑡𝑡 = 𝑐𝑐𝜇𝜇
(

�̄�𝑁𝑁 �̄�𝑀
)𝑘𝑘2

𝜀𝜀
𝑁 𝜈𝜈𝑏𝑏𝑡𝑡 = 𝑐𝑐𝑏𝑏𝜇𝜇

(

�̄�𝑁𝑁 �̄�𝑀
)𝑘𝑘2

𝜀𝜀
𝑁 (A1)

where k denotes the turbulent kinetic energy (TKE) and ɛ the turbulence dissipation rate. The stability functions 
cμ and 𝐴𝐴 𝐴𝐴𝑏𝑏𝜇𝜇 are derived from an algebraic version of the second-moment turbulence closure model described in 
detail in Umlauf and Burchard (2005), using the model parameters suggested by Canuto et al. (2001). These func-
tions depend on the (non-dimensional) buoyancy and shear frequencies, 𝐴𝐴 �̄�𝑁 = 𝑁𝑁𝑁𝑁∕𝜀𝜀 and 𝐴𝐴 �̄�𝑀 = 𝑀𝑀𝑀𝑀∕𝜀𝜀 , where N 

is the buoyancy frequency (defined above) and 𝐴𝐴 𝐴𝐴 =

√

(𝜕𝜕𝜕𝜕∕𝜕𝜕𝜕𝜕)
2

+ (𝜕𝜕𝜕𝜕∕𝜕𝜕𝜕𝜕)
2 the magnitude of the vertical shear.

The TKE and the dissipation rate are derived from prognostic transport equations of the form

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
=

𝜕𝜕

𝜕𝜕𝜕𝜕

(

𝜈𝜈𝜕𝜕

𝜎𝜎𝜕𝜕

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕

)

+ 𝑃𝑃 + 𝐺𝐺 − 𝜀𝜀𝜀 (A2)
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𝜎𝜎𝜕𝜕

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕

)

+

𝜕𝜕

𝑘𝑘
(𝑐𝑐1𝑃𝑃 + 𝑐𝑐3𝐺𝐺 − 𝑐𝑐2𝜕𝜕), (A3)

where c1, c2, c3, σk, and σɛ are model parameters listed in Umlauf and Burchard (2005). The turbulence shear 
production P and the buoyancy production G appearing on the right hand sides of Equations A2 and A3 are 
defined as

𝑃𝑃 = 𝜈𝜈𝑡𝑡𝑀𝑀
2, 𝐺𝐺 = −𝜈𝜈𝑏𝑏𝑡𝑡 𝑁𝑁

2. (A4)

Bottom boundary conditions for Equations A2 and A3 are derived based on the assumption that the lowermost 
grid cell is located inside the logarithmic bottom layer, typically requiring an 𝐴𝐴 (0.1 − 1) m numerical resolution 
near the bottom. Both the Reynolds stress and the TKE are approximately constant in this logarithmic region, and 
the dissipation rate decreases inversely with the wall distance, 𝐴𝐴 𝐴𝐴 = 𝑢𝑢3

∗
∕(𝜅𝜅(𝑧𝑧 + 𝑧𝑧0)) , as discussed, for example, in 

Pope (2000). Based on these expressions, consistent boundary conditions of the form ∂k/∂z = 0 and 𝐴𝐴 𝐴𝐴 = 𝑢𝑢3
∗
∕(𝜅𝜅𝜅𝜅0) 

at z = 0 can be derived (see Umlauf & Burchard, 2005).

Using these boundary conditions, it is straightforward to show that the velocity profile follows the well-known 
logarithmic distribution,

|𝒖𝒖|

𝑢𝑢∗
=

1

𝜅𝜅
ln

𝑧𝑧 + 𝑧𝑧0

𝑧𝑧0
, (A5)
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where κ = 0.416 is the value of the von Kármán constant predicted by our model (see Umlauf & Burchard, 2003). 
The predicted turbulent diffusivity of momentum,

𝜈𝜈𝑡𝑡 = 𝜅𝜅𝜅𝜅∗(𝑧𝑧 + 𝑧𝑧0), (A6)

increases linearly with distance from the bottom in the logarithmic layer, consistent with dimensional arguments and 
experiments (Pope, 2000). Similarly, it can be shown that the tracer diffusivity predicted by our turbulence model is:

𝜈𝜈𝑏𝑏𝑡𝑡 = 𝑆𝑆𝑆𝑆−1𝑡𝑡 𝜅𝜅𝜅𝜅∗(𝑧𝑧 + 𝑧𝑧0). (A7)

While the turbulent Schmidt number, 𝐴𝐴 𝐴𝐴𝐴𝐴𝑡𝑡 = 𝜈𝜈𝑡𝑡∕𝜈𝜈
𝑏𝑏
𝑡𝑡
 , will be, in general, a function of the non-dimensional shear and 

stratification parameters 𝐴𝐴 �̄�𝑁 and 𝐴𝐴 �̄�𝑆 according to Equation A1, it can be shown that in the logarithmic bottom layer, Sct 
converges toward a constant value of order 1 (here: Sct = 0.85, see Canuto et al., 2001). Analogous to Equation A6, 
therefore, also the tracer diffusivity in Equation A7 shows a linear variability in the logarithmic bottom region.

Appendix B: Transfer Coefficients for Tracers
Similarly to Equation A5, it can be shown that also the logarithmic tracer profile in Equation 13 is an exact 
solution of our model equations, however, with the additional complication that the unknown transfer function 
β has to be prescribed based on the roughness properties of the bottom and the molecular Schmidt number Sc 
of the fluid. In their pioneering work on turbulent wall exchange, Kader and Yaglom (1972) and Yaglom and 
Kader (1974) suggested expressions for β for fluids with various Schmidt numbers, considering the special cases 
of hydrodynamically smooth and rough surfaces, respectively.

For the case of a hydrodynamically smooth bottom, Kader (1981) summarized results originally derived by Kader 
and Yaglom (1972) and suggested a revised expression for the function β, which, after converting to our notation, 
can be written as

𝛽𝛽 =

(

3.85𝑆𝑆𝑆𝑆

1

3 − 1.3

)
2

+ 𝑆𝑆𝑆𝑆𝑡𝑡

(

ln𝑆𝑆𝑆𝑆

𝜅𝜅
− 𝐵𝐵

)

for 𝑧𝑧+
0

< 0.1, (B1)

For tracers with a large Schmidt number (Sc → ∞), Equation B1 converges to

𝛽𝛽 = 14.8𝑆𝑆𝑆𝑆2∕3 for 𝑧𝑧+
0

< 0.1, (B2)

which is a useful approximation for the most relevant tracers like oxygen, dissolved trace gases, and nutrients 
with 𝐴𝐴 𝐴𝐴𝐴𝐴 = 

(

103
)

 . Subsequent studies have confirmed this simplified relationship for large Sc with only small 
modifications of the constant model factor and the 2/3 power-law dependency on Sc (see, e.g., Dade,  1993; 
Santschi et al., 1991; Shaw & Hanratty, 1977, and the references therein). For these reasons, all simulations in 
this manuscript will be based on Equation B2.

For a hydrodynamically rough bottom 𝐴𝐴
(

𝑧𝑧+
0
> 3

)

 , Yaglom and Kader  (1974, see their Equation 13) suggested 
an expression for β that essentially depends on the non-dimensional bottom roughness, 𝐴𝐴 𝐴𝐴+

0
 , and the Schmidt 

number, Sc. Taking into account their different definition of β, and converting to our notation, their expression 
yields:

𝛽𝛽 = 0.55exp
(

𝜅𝜅𝜅𝜅′

∕2
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𝑧𝑧+
0

)

1

2

(
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3 − 0.2

)

− 𝑆𝑆𝑆𝑆𝑡𝑡𝜅𝜅
′

+ 9.5 for 𝑧𝑧+
0

> 3, (B3)

which condenses to 𝐴𝐴 𝐴𝐴 = 0.55exp(𝜅𝜅𝜅𝜅′

∕2)

(

𝑧𝑧+
0

)

1∕2

𝑆𝑆𝑆𝑆

2

3 for large Schmidt numbers. All of the above expressions are 
included in the numerical code.

Data Availability Statement
All simulations were carried out with the General Ocean Turbulence Model (GOTM, https://gotm.net), coupled 
to the Framework for Aquatic Biogeochemical Models (FABM, https://github.com/fabm-model) and extended by 
a benthic module developed for the purpose of this study. The source code (Bruggeman et al., 2023) and the setup 
files (Holtermann & Umlauf, 2023) are available on Zenodo.

https://gotm.net
https://github.com/fabm-model
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