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Abstract

This study provides a process-based perspective on the amplification of forecast
uncertainty and forecast errors in ensemble forecasts. A case from the North Atlantic
Waveguide and Downstream Impact Experiment that exhibits large forecast uncer-
tainty is analysed. Two aspects of the ensemble behaviour are considered: (a) the
mean divergence of the ensemble members, indicating the general amplification of
forecast uncertainty, and (b) the divergence of the best and worst members, indicating
extremes in possible error-growth scenarios. To analyse the amplification of fore-
cast uncertainty, a tendency equation for the ensemble variance of potential vorticity
(PV) is derived and partitioned into the contributions from individual processes.
The amplification of PV variance is, on average for the midlatitudes of the North-
ern Hemisphere, dominated by near-tropopause dynamics. Locally, however, other
processes can dominate the variance amplification, for example, in the region where
tropical storm Karl interacts with the Rossby-wave pattern during extratropical tran-
sition. In this region, the variance amplification is dominated by upper-tropospheric
divergence and tropospheric—deep interaction and is thereby mostly related to (moist
baroclinic) cyclone development. The differences between the error growth in the
best and worst ensemble members can, to a large part, be attributed to differences
in the representation of cut-off evolution around 3 days, which subsequently ampli-
fies substantially in the highly nonlinear region of the Rossby-wave pattern until
5 days. In terms of the processes, the differences in error growth are dominated by
differences in the error growth by near-tropopause dynamics. The approach pre-
sented provides flow-dependent insight into the dynamics of forecast uncertainty and
forecast errors and helps to understand better the different contributions of specific
weather systems to the medium-range amplification of ensemble spread.
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1 | INTRODUCTION

1.1 |

Ensemble forecasts have become an essential component of
operational weather forecasts in the past 25 years. Weather
prediction has thereby changed from a deterministic to a
probabilistic approach, that means, from providing a single
forecast to providing an estimate of the uncertainty associ-
ated with a forecast and the range of possible future scenarios
(e.g., Buizza, 2018). On average, the forecast accuracy
of ensemble forecasts has improved substantially over the
past decades (for the European Centre for Medium-Range
Weather Forecasts (ECMWF), see, for example, fig. la of
Rodwell et al., 2018). In addition to forecast accuracy, fore-
cast reliability is a second important characteristic of the
quality of an ensemble forecast. A forecast system is reliable
if the forecast distribution matches the observed frequency
of occurrence. For a reliable forecast system, the ensemble
standard deviation should match the root-mean-square error
of the ensemble mean when averaged over many cases (as
measured by the so-called spread—error relationship, Leut-
becher and Palmer, 2008). Considering the annual mean of
the spread—error relationship for the Northern Hemisphere,
large improvements have been achieved in the last decades,
resulting in almost indistinguishable spread—error curves in
2014 (see, for example, fig. 1a of Rodwell et al., 2018).

Due to the chaotic nature of atmospheric flow and the
associated sensitive dependence on the initial conditions
(Lorenz, 1963), atmospheric predictability exhibits a pro-
nounced flow dependence. A central aim of ensemble
forecasts is to provide a reliable estimate of this day-to-day
variability of forecast uncertainty. On a day-to-day basis,
and averaged over a local domain, however, the spread—error
relationship holds only partially (see, for example, fig. 1b of
Rodwell ef al., 2018). While the spread—error relationship
can never hold perfectly on a day-to-day basis (Whitaker and
Loughe, 1998), there is arguably still room for improvement
(e.g., Rodwell et al., 2018). In addition, a better understand-
ing of the flow dependence of atmospheric predictability and
associated local forecast reliability may help to improve the

Flow-dependent forecast uncertainty

interpretation of ensemble forecasts.

The design of ensemble perturbations to generate appro-
priate ensemble spread is a nontrivial task and remains a
major area of research (e.g., Bauer er al., 2015; Berner
et al., 2017; Buizza, 2018). Ensemble forecast systems
account for uncertainties in both the initial conditions
and the model formulation (Palmer and Hagedorn, 2006).
At ECMWEF, for example, initial-condition uncertainty is
accounted for by ensemble data assimilation (EDA) in
combination with singular-vector perturbations, and model
uncertainties by stochastically perturbed parametrization ten-
dencies (ECMWF, 2018). There is, however, a wide range of
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approaches used at different operational weather prediction
centres (e.g., Buizza, 2018). An improved understanding of
the processes governing the amplification of ensemble spread
is deemed important to design the best suitable ensemble
perturbations.

Rodwell ef al. (2018) presented an approach to studying
flow-dependent deficiencies in short-term reliability using a
budget equation of ensemble variance in observation space
(Rodwell et al., 2016). Deficiencies in short-term reliabil-
ity could be identified for a composite of initial flow type
that is associated with large forecast uncertainty, highlighting
the importance of moist processes in mesoscale convective
systems and in warm conveyor belts as sources for forecast
uncertainty. In addition, the authors used a (spatio-temporally
filtered) growth rate for the ensemble standard deviation of
potential vorticity (PV) to highlight uncertainty growth that
projects on the synoptic scale.

The current study also considers a PV framework. The
focus here, in contrast to Rodwell er al. (2018), is not
on identifying model deficiencies, but rather on diagnosing
quantitatively the processes governing the flow-dependent
amplification of initially small ensemble perturbations. Our
PV framework builds on the PV perspective of midlatitude
dynamics (Hoskins et al., 1985) and provides a quantitative
partitioning of the dynamics into individual processes, includ-
ing the influence of near-tropopause Rossby-wave dynamics,
baroclinic growth, and moist processes. The PV framework
has recently been applied to quantify the governing pro-
cesses of Rossby-wave packets (Piaget et al., 2015; Teubler
and Riemer, 2016) and a large-amplitude ridge (Schneidereit
et al., 2017). The PV framework has also been applied to a
case study of error growth in an operational ECMWF fore-
cast (Baumgart et al., 2018) and to study upscale error growth
in dedicated numerical experiments (Baumgart et al., 2019).
Applying this framework to an operational ensemble forecast
using a tendency equation for the ensemble variance of PV is
a key novelty of this study. The current study focuses on the
medium-range amplification of forecast uncertainty. Notwith-
standing the importance of short-range sources of forecast
uncertainty, we emphasize that the amplification of forecast
errors is highly nonlinear, that means, ensemble members
with relatively small errors at short lead times may have rela-
tively large errors at medium-range lead times, and vice versa
(illustrated in Figure 1, see the discussion below).

1.2 |

We analyse one case from the North Atlantic Waveguide and
Downstream Impact Experiment (NAWDEX; Schiifler et al.,
2018), namely the extratropical transition of tropical storm
Karl to Ex-Karl. This case was associated with large fore-
cast uncertainty (Schifler et al., 2018), and the medium-range
ensemble forecast showed very different developments for the

A case of large forecast uncertainty
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Error enstrophy of each ensemble member (spatially averaged over the midlatitudes of the Northern Hemisphere, 30°N-80°N) as

a function of forecast time. Thick lines denote error enstrophy of the control forecast (grey), the best member (blue), and the worst member (red)

interaction between Ex-Karl and the waveguide, with only a
few ensemble members capturing this interaction correctly
(Kumpf er al., 2018). Here, the same ensemble forecast as
in Kumpf ez al. (2018) is investigated. Besides the extratrop-
ical transition of Karl in the North Atlantic, the ensemble
forecast indicates a second region of very large forecast uncer-
tainty, which is associated with the interaction of a cut-off and
a high-amplitude ridge over North America. A hemispheric
perspective on the ensemble evolution is therefore provided
first, before discussing important local differences from this
hemispheric perspective in more detail.

To provide an overview of the ensemble evolution in our
case, Figure 1 shows the error enstrophy of each ensem-
ble member (spatially averaged over the midlatitudes of the
Northern Hemisphere, 30°N-80°N) as a function of forecast
time. Error enstrophy is here defined as the squared PV error,
that is, %P*z, with P* denoting the PV error. Note that error
enstrophy is thus directly related to a standard error metric:
the root-mean-square error.

At the initial time, the error enstrophy of the control fore-
castis close to zero, whereas the perturbed members start with
a notable error enstrophy that is of similar magnitude for each
perturbed forecast.! The error enstrophy amplifies steadily for
approximately 2 days in both the perturbed forecasts and the
control forecast. The control forecast maintains the smallest
error until 3 days. Around 2 days, nonlinearities in the error
growth become apparent: some members with smaller errors
exhibit larger error-growth rates than members with larger
errors, that is, there are prominent intersections of the error
curves of the individual members.

At the end of the period considered here (5 days), two
ensemble members are distinct from the rest of the ensemble

'Note that the control forecast is at the same resolution as the perturbed
members.

members in terms of error enstrophy. One of the members
(in the following referred to as the “worst member”) exhibits
a substantially larger error than the other ensemble mem-
bers, whereas another member (the “best member”) exhibits a
substantially smaller error than the other ensemble members.
Interestingly, the error enstrophy of the best and worst mem-
bers is very similar in the first 2.5 days, with both members
having a relatively small error. Afterwards, the worst mem-
ber exhibits, however, much larger error growth than the best
member and the two members diverge prominently until they
become the apparent outliers of the ensemble at 5 days.

The comparison of the error growth of the individual
ensemble members illustrates two main aspects of interest:
(a) the mean divergence of the ensemble members, indi-
cating the general amplification of forecast uncertainty, and
(b) the divergence of the best and worst members, indicat-
ing extremes in possible error-growth scenarios. These two
aspects are discussed in more detail in the following. Section 2
first describes the data and methods used to quantify the
amplification of forecast uncertainty and forecast errors. We
then discuss the amplification of forecast uncertainty from
both a hemispheric and a localized perspective (section 3).
Subsequently, the error growth of the best and worst members
is compared in section 4. We conclude with a summary and
discussion of the results in section 5.

2 | DATA AND METHODS TO
QUANTIFY THE AMPLIFICATION
OF FORECAST UNCERTAINTY AND
FORECAST ERRORS

21 |

We use real-time data from the Atmospheric model Ensemble
15-day forecast (ENS) of ECMWEF with a 3-hr temporal reso-
lution in the first 3 days and 6-hr resolution afterwards. These

Ensemble data
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data were archived manually on model levels in spectral space
during the NAWDEX campaign. Operationally archived data
on pressure levels are not sufficient for our diagnostic, as
the vertical resolution is too low. For the PV inversion, we
interpolate the manually archived data to a 1° X 1° grid and
from model to pressure levels from 900-100 hPa, with a grid
distance of 50 hPa. For the further analysis, all variables are
interpolated to isentropic levels.

We analyse the ensemble forecast initialized on Septem-
ber 22, 2016 at 0000 UTC. This case is related to one of
the observational highlights during the NAWDEX campaign,
namely the extratropical transition of Hurricane Kar/, which
was related to a heavy precipitation event in Norway (Schéfler
et al., 2018; Kumpf et al., 2019). Forecasting this event was
rather difficult, as the evolution was very sensitive to uncer-
tainties in the timing and location of the interaction between
Ex-Karl and the midlatitude waveguide (Schéfler e al., 2018).
The ensemble forecast investigated here shows very differ-
ent developments of individual members in the medium-range
forecast of Ex-Karl (Kumpf et al., 2018). A few members
capture the interaction between Ex-Karl and the waveguide
correctly, whereas the majority of members show a distinct
error during the interaction (Kumpf ez al., 2018).

2.2 | Quantitative PV framework for the
amplification of forecast uncertainty and
forecast errors

To attribute the evolution of forecast uncertainty to individual
processes, we extend our recently developed PV diagnostic
for error growth (Baumgart et al., 2018, 2019) to the evolu-
tion of ensemble variance. In isentropic coordinates and the
primitive-equations framework, Ertel (1942) PV is defined as
follows:

P= —g% G+ 1) (n

where g is the gravitational acceleration, 6 the potential tem-
perature, p the pressure, {y the vertical component of the
isentropic relative vorticity, and f the Coriolis parameter.
PV changes locally due to advection and nonconservative
processes:

% = —V- V‘gP + Nres. (2)

Nonconservative tendencies from the parametrization
schemes are not archived for ensemble forecasts, so the direct
PV modification by nonconservative processes due to dia-
batic heating and nonconservative momentum change, which
is given by

0P 00 00 [ v\ s 00
N=62L1pP% 0% (kx V) vo—ePLrVxv), 3
20 " 90 gap( ae) 85,8 VXV ()
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is here interpreted as part of the residual Nres.? The residual
also includes the influence of other processes that cannot be
quantified even if the tendencies from all parametrization
schemes are available, such as numerical diffusion, analysis
increments due to data assimilation, and numerical inaccura-
cies due to the discretization and interpolation of data. Near
the tropopause, diabatic processes can play an important
role for Rossby-wave dynamics (e.g., Chagnon et al., 2013;
Martnez-Alvarado et al., 2014). Relative to the advective
tendencies, however, the direct diabatic PV changes are only
of second-order importance (Teubler and Riemer, 2016). The
impact of latent heat release is arguably most prominently
communicated to the tropopause region by the associated
upper-tropospheric divergent outflow (e.g., Davis ez al., 1996;
Teubler and Riemer, 2016) and furthermore by enhancing
baroclinic coupling (e.g., Gutowski et al., 1992). Both pro-
cesses are included in the advective tendencies analysed here.
In addition, a case study of error growth in an operational
ECMWF forecast including nonconservative tendencies
from the parametrization schemes (Baumgart et al., 2018)
clearly demonstrated that these nonconservative tendencies
are negligible, even at very short lead times. For the opera-
tional ensemble forecast investigated here, neglecting direct
diabatic tendencies is therefore not expected to affect the
analysis.

The PV perspective has proven very helpful to gain insight
into the dynamics of forecast errors (e.g., Snyder et al., 2003;
Davies and Didone, 2013; Baumgart et al., 2018). Based on
the difference between the PV tendency in the forecast and the
analysis, Baumgart er al. (2018) derived a tendency equation
for error (potential) enstrophy:

J P*Z

ot 2

P*Z
=—P'V'-VogP —Vy- <T(V* + V)>

+

P*Z
5 Vo - (v¥ + v) + Nres, )

where variables with index * denote error fields (forecast
— analysis) and variables without an index denote analysis
fields. This equation will be used in section 4 to quantify
the differences between the error growth in best and worst
members, respectively.

Deriving a similar equation for the amplification of fore-
cast uncertainty in ensemble forecasts is a natural extension
of our previous work. For that purpose, we use the ensemble
variance in PV as our metric for forecast uncertainty:

Vp =

n—1

L Sr-PR, s)
i=1

2For convenience, we will denote the residual in all tendency equations as
Nres, although the mathematical forms of the terms in the respective
tendency equations differ.
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where n describes the number of ensemble members (50 per-
turbed forecasts and 1 control forecast in the ECMWF system)
and P is the ensemble-mean PV.

The local change of PV variance can be written as

Ve _ 2 (Np_52p_%
T_n—1<Z(P’ Py P)>

i=1

H((E5)-m%) o

For the second step in Equation 6, we made use of the fact
that the terms

S —JP

can be written as

Zﬁﬁ, and
i=1 ot

WP
ot

To gain further insight into the variance amplification,
we insert the PV tendency of the individual ensemble mem-
bers (0P, /0t = —v; - VP, + Nres;) and of the ensemble mean
(aﬁ/at =1y Wi VP4 Nresi))
expressing P; as the sum of the ensemble mean value and the
perturbation thereof (i.e., P, = P+ 6P, with 6 denoting the
perturbation from the ensemble mean) and rearranging and
combining terms, Equation 6 can be written as

into Equation 6. By

Ve SIS
W_H[ Zapv, VP- Z:‘ V—]+Nres 7)

Using v; = v+ 6v; for the first term on the right-hand side,
together with noting that

—iéP,»V-V?:—V-V?iéP,:O,
i=1 i=1

and using the chain rule for the second term, finally leads to

Ve (3P)?
?_n—lli 25P6V1 VP ZV < >

< _/
v v
nonlinear production term flux term
n
(6P)*
+ZT’V vi | + Nres . )
i=1

—

area change term

In analogy to the tendency equation for error enstro-
phy (Equation 4), the first term on the right-hand side of
Equation 8 can be interpreted as a nonlinear production
term. The flux term (second term in Equation 8) merely

redistributes variance and does not contribute to the global
variance amplification. The third term in Equation 8 is associ-
ated with an area change of PV variance due to the divergent
flow. This term leads to variance amplification (decay) when
the quasihorizontal flow is divergent (convergent).

By using v; = v + 8vj, the flux and area-change terms can
be combined to

V-V, - ﬁ Z &v; - V(6P)2.
i=1

Rodwell ef al. (2018) used a similar form of equation for
ensemble spread, but using standard deviation instead of
variance. They derived a “material” derivative for ensemble
spread following the ensemble mean flow, which would cor-
respond to the term —v - V¥, in our diagnostic. For this study,
we decided to use, instead, the local derivative of PV vari-
ance as indicated in Equation 8, in order to have an exact
budget equation for PV variance. The use of Equation 8 has
also the advantage that the second term can be interpreted
as a boundary term when integrating spatially over a specific
domain.

To gain further insight into the processes governing the
variance amplification, we use the same partitioning of pro-
cesses as in the previous works by Teubler and Riemer (2016)
and Baumgart et al. (2018, 2019). This partitioning is based
on the PV perspective of midlatitude dynamics (Hoskins
et al., 1985). From this perspective, the evolution of PV
anomalies near the tropopause can be described by advective
tendencies associated with (a) upper-level (near-tropopause)
dynamics, (b) midtropospheric PV anomalies and poten-
tial temperature anomalies just above the boundary layer,
and (c) upper-tropospheric divergent flow. The influence
of upper-level (near-tropopause) PV anomalies on the
upper-level (near-tropopause) evolution describes the influ-
ence of nonlinear Rossby-wave dynamics (Hoskins et al.,
1985) and will here be referred to as the contribution from
near-tropopause dynamics (index nTP). The influence of
lower-level anomalies on the upper-level evolution describes
the influence of vertical interaction, including baroclinic
instability (Eady, 1949; Hoskins et al., 1985; Heifetz et al.,
2004), and will here be referred to as tropospheric—deep
interaction (index TPd). Upper-tropospheric divergence
(index div) can be associated with dry balanced dynamics and
diabatic processes (see, for example, chapter 6.4 in Holton and
Hakim, 2013) and is of particular importance during ridge
building (Grams et al., 2011; Teubler and Riemer, 2016).
Pronounced upper-tropospheric divergence is often associ-
ated with latent heat release below (e.g., Davis et al., 1993;
Riemer et al., 2014; Quinting and Jones, 2016) and is usually
expected to be of larger importance to Rossby-wave dynam-
ics than direct diabatic PV modification (e.g., Davis et al.,
1993; Riemer and Jones, 2010; Teubler and Riemer, 2016).
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The technicalities of the flow partitioning are also the
same as in Teubler and Riemer (2016) and Baumgart et al.
(2018; 2019): We use a Helmholtz partitioning to separate the
divergent flow from the nondivergent flow, following Lynch
(1989). The nondivergent flow is further partitioned into those
parts associated with upper- and lower-level PV anomalies,
respectively, using piecewise PV inversion (PPVI) under non-
linear balance (Charney, 1955), following Davis and Emanuel
(1991) and Davis (1992). PPVI is performed on the North-
ern Hemisphere from 25°N-85°N and 850-150 hPa. Potential
temperature anomalies at 875 and 125 hPa serve as vertical
boundary conditions for the inversion. Anomalies are defined
as deviations from a background state, which is here defined
as the 30 day-temporal mean centred on September 23, 2016
at 0000 UTC in the analysis. A midtropospheric pressure level
(600 hPa) is used as the separation level between upper- and
lower-level anomalies. The flow partitioning yields an uncer-
tainty, Vyuc, due to the harmonic flow component, the uncer-
tainty in the horizontal boundary conditions, and nonlineari-
ties of the piecewise PV inversion. This uncertainty is calcu-
lated as the difference between the wind field in the ECMWF
data and the sum of the near-tropopause, tropospheric—deep,
and divergent wind fields. It is, in general, small and does not
affect the physical interpretation of the results.

In summary, our flow partitioning yields

V = Vyrp + V1Pd + Vdiv + Vunc - &)

The flow partitioning is performed separately for
each individual ensemble member and then inserted into
Equation 8, yielding

oW _ 2
o n-—1

n
[— 6 P,(8V;, qrp + 6Vi, TPd + Vi div + OVi une) - VP
i=1

o >
v

nonlinear production term

S @GP\ , x BP)

- V-l + V - Vi giv | + Nres. (10

; <V > ; > Vi, div res. (10)
ﬂu;;rm area ch;:ge term

Note that the divergent wind contributes to both the non-
linear production term and the area change term. These two
contributions will be considered together as the divergent con-
tribution in our discussion below. For a quantitative view
on the relative importance of the individual processes, we
spatially integrate Equation 10:

Wr gy 2

dA = - ( 5 P.(8Y; mip + i
ot n—l[ A; (V,TP Vi, TPd

+ Vi i) - VF) dA
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+/A(Z @V -vi,div)dA]

+ bnd. + unc. + Nres, (11)

where dA = a? cos p d A d¢ is the area element in spherical
coordinates with Earth radius a, longitude A, and latitude ¢.
The uncertainty term,

2 C -
unc. = p— /A(; 6 POV, unc - VP) dA,

describes the uncertainty of the flow partitioning, while the
boundary term bnd. describes the contribution from the flux
term,

2 c (3P)?
rz—l/A(_.ZV'(Vi 7)) dA
_ 2 6P
_n—lfé(_; 2

where d.S denotes the boundary of the area and n the normal
vector of the boundary pointing outward. The variance change
observed between consecutive time steps acts as an indication
of the representativeness of our diagnostic and is calculated
by centred differences:?

2At ’

obs.=/aﬁdA
(12)

with At being 3 hr in the first three forecast days and 6 hr
afterwards. Equation 11 thus provides a novel diagnostic to
quantify the relative importance of near-tropopause dynam-
ics, tropospheric—deep interaction, and upper-tropospheric
divergence in the amplification of forecast uncertainty.

n)ds,

N LVt +AndA— [, V,(t—AndA

3 | QUANTITATIVE VIEW OF THE
VARIANCE AMPLIFICATION

3.1 | Synoptic overview and variance
evolution

Before discussing the variance amplification in more detail,
we provide a synoptic overview of our case, together with a
description of the variance evolution (Figure 2).

The synoptic evolution of our case is characterized by a
large-amplitude Rossby-wave pattern spanning from (coun-
terclockwise) 180—-60°E (as seen by the blue and black con-
tour denoting the 2-PVU surface of the analysis and the
ensemble mean, respectively, in Figure 2). Most interesting

3For the first and last time steps, we use instead forward and backward
differences, respectively.
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FIGURE 2 PV variance (coloured shading in PVU?) at 325K at (a) 2 days, (b) 3 days, (c) 4 days, and (d) 4.5 days. The black and blue contour
denote the 2-PVU contour (smoothed over a box of 5x5 grid points using a mean filter) of the ensemble mean and the analysis, respectively. Grey

contours denote the ensemble mean of mean sea-level pressure every 10 hPa (smoothed over a box of 3x3 grid points using a mean filter). Labels
refer to individual ridges (prefix R) and the cyclones Viadiana (label V) and Ex-Karl (label K)

for the Rossby-wave evolution is the evolution of sev-
eral ridges (labelled RI1-R3 in Figure 2). At 2days, a
large-amplitude ridge exists around 150-75°W (label R1).
Its upstream trough interacts with a cut-off around 110°W
(2-3 days, Figure 2a,b) and completely reabsorbs this cut-off
shortly after 3 days (Figure 2b). Ridge R1 is characterized
by a large extension in the meridional direction and a con-
traction in the zonal direction and thereby exhibits highly
nonlinear evolution (Figure 2c,d). Another ridge exists around

20°W-10°E (label R3), which is characterized by ridge build-
ing between 2 and 3 days (Figure 2a,b). This ridge building
was associated with the development of cyclone Viadiana
(labelled V in Figure 2), which was another observational
highlight during the NAWDEX period, due to the occurrence
of pronounced warm-conveyor-belt ascent (Schifler et al.,
2018; Oertel et al., 2019). In the following, ridge R3 is charac-
terized by a large amplitude and a similar nonlinear evolution
to ridge R1, albeit its spatial extent is smaller than that of
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ridge R1 (Figure 2c,d). In between these larger-amplitude
ridges, a smaller-amplitude ridge exists (label R2, Figure 2).
Between 4 and 5 days, this ridge is influenced by the inter-
action with Ex-Karl around 40°W (labelled K in Figure 2),
which leads to cyclonic wave-breaking of the ridge (as seen
by the PV wrap-up of the analysis ridge around 4.5 days; blue
contour in Figure 2d).

The ensemble variance of PV, which we use as our met-
ric for forecast uncertainty, is not distributed homogeneously
over the hemisphere (coloured shading in Figure 2), manifest-
ing the well-known flow dependence of forecast uncertainty
(e.g., Palmer and Hagedorn, 2006; Rodwell et al., 2018).
PV variance is maximized, in general, along the dynamical
tropopause and exhibits a larger amplitude in the region of the
Rossby-wave pattern (counterclockwise from 180°E—60°E)
than in the more zonally-oriented region of the tropopause.
In the time range investigated here, variance amplification
occurs in both amplitude and scale. Several local maxima of
variance amplification can be identified: (a) the cut-off evo-
lution and its reabsorption by the waveguide around 2-3 days,
(b) ridge-building events in association with cyclone devel-
opment, for example, the ridge building of ridge R3 around
2-3 days, (c) highly nonlinear regimes of the wave pattern, for
example, the large-amplitude ridge R1, and (d) the interaction
between Ex-Karl and ridge R2 around 4-5 days.

3.2 | Individual contributions to variance
amplification: spatial illustration

The previous subsection revealed several local maxima of
variance amplification. To illustrate spatially the mechanisms
that govern this variance amplification, we partition the vari-
ance tendency into the contributions of individual processes
as detailed in section 2. Before looking at these individ-
ual contributions, the representativeness of our diagnostic
for the actual variance amplification is assessed by com-
paring the advective variance tendency (right-hand side of
Equation 8) with the observed variance tendency (left-hand
side of Equation 8 approximated by centred differences) at
two forecast lead times (2 and 4.5 days, Figure 3).

The observed variance tendency is characterized by dipole
patterns along the tropopause that are associated with an
eastward displacement of PV variance. This displacement
is consistent with the eastward phase propagation of the
Rossby-wave anomalies, in which the maxima of PV vari-
ance are located. In most of the dipole patterns, the positive
part is larger than the negative part, leading to an overall
amplification of PV variance. The main patterns of the
observed variance tendency are captured well by the advec-
tive tendency, in terms of both the variance displacement
and the overall variance amplification. The magnitude of the
observed variance tendency, however, is smaller than that of
the advective tendency, in particular at 4.5 days. One reason
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for the smaller magnitude might be that the observed vari-
ance change has to be approximated by centred differences
of 3-hr data for lead times smaller than 3 days and 6-hr data
afterwards, which yields a smoothing and thereby a reduction
of maxima and minima of the observed tendency. There thus
exists a physically meaningful explanation for the differences
between the observed and advective tendencies.

To remove those dipole patterns that are only associated
with a displacement of variance and not with a net amplifi-
cation of variance, we exclude the flux term of Equation 8
from our investigation, as it is only associated with a redistri-
bution of PV variance. The main pattern of this net advective
tendency (Figures 4a and 5a) is no longer characterized by
dipole patterns, as it was the case for the full advective ten-
dency (Figure 3b,d). Regions of variance amplification are
thus much easier to identify. For the partitioning into the con-
tributions from individual processes (Equation 10), we will
thus discuss only the net advective tendency, and we will drop
the prefix “net” for brevity.

At 2days (Figure 4), a large amplitude of the advec-
tive tendency is, in general, found within the Rossby-wave
pattern around 180°E-60°E (counterclockwise), with a
particularly large variance amplification on the western
flanks of ridges R1 and R3 around 130°W and 20°W,
respectively, and in the trough around 40°E (Figure 4a).
The individual contributions to this tendency are shown in
Figure 4b—d. The advective tendency is mostly dominated
by the near-tropopause tendency (Figure 4b). This tendency
is particularly large where the Rossby-wave pattern exhibits
a large amplitude, such as, for example, in ridge R1 around
120°W or in the trough around 40°E. One region in which
not only the near-tropopause tendency makes a dominat-
ing contribution to the variance amplification is ridge R3
around 20°W. This ridge is chara