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Abstract

The paper describes an update of the GECCO (German contribution to the Esti-
mating the Circulation and Climate of the Ocean project) ocean synthesis, now
in its version 3, and provides an evaluation of the results with assimilated and
independent data. GECCO3 covers the 71-year period 1948-2018 and differs
from its predecessor by returning to a single assimilation window instead of par-
titioning the period in 5-year-long overlapping windows which was previously
necessary to yield convergence. A solution to the convergence problem is pre-
sented. GECCO3 is intended to be used for the initialization of coupled climate
models and is configured for the higher-resolution version of the earth system
model (MPI-ESM) developed at the Max Planck Institute for Meteorology. It
uses the bathymetry and grid of the MPI-ESM with quasi-uniform resolution of
0.4°, thereby providing the first global eddy-permitting synthesis based on the
adjoint method. The synthesis additionally features the estimation of various
mixing parameters and can regionally choose between explicit or parametrized
eddy fluxes. Except for the altimeter data in tropical regions, GECCO3 is in better
agreement with the assimilated data than GECCO2. The improvements rela-
tive to the in situ data partly result from the much larger amount of Argo data,
which show lower model-data differences. Global heat content changes are in
good agreement with recent estimates, but show uptake almost exclusively in
the top 700 m. An alternative version of GECCO3, created by starting from dif-
ferent first-guess control parameters, was used to evaluate the uncertainty of the
estimated parameters and state due to lack of convergence. This estimate sug-
gests a large uncertainty related to the uptake of heat into the lower layers, while
estimates of mean meridional transport of heat and freshwater are not affected.
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1 | INTRODUCTION
Ocean syntheses (also referred to as ocean reanalyses)
created by the combination of dynamical information from
ocean models with observational data in a step called data
assimilation are used to retrieve a complete picture of the
changing ocean-sea ice system. Nowadays, many different
products are available with different virtues and different
problems. In the framework of the Ocean Reanalyses Inter-
comparison Project (ORA-IP), a fairly complete overview
of currently available global products was presented by
Balmaseda et al. (2015), who also provide an initial assess-
ment of the consistency of several key parameters derived
from these products. More in-depth analyses of various
parameters ranging from mixed-layer depth, heat content,
and sea level through surface heat flux and Atlantic Merid-
ional Overturning Circulation (AMOC) to salinity and sea
ice followed shortly afterwards (Chevallier et al., 2017; Kar-
speck et al., 2017; Palmer et al., 2017; Shi et al., 2017; Storto
et al., 2017; Toyoda et al., 2017; Valdivieso et al., 2017).
Among those products, most syntheses rely on sequen-
tially gathering information from a model prediction
which is periodically combined with data information
in an analysis step. The analysis step in these sequen-
tial methods rely on the estimation of error covariances,
which are approximated by different methods ranging
from optimal interpolation through 3D-Var to ensemble
Kalman filter methods. Only a small number of prod-
ucts rely on the adjoint method, which minimizes the
weighted difference between model and data over a period
of time by adjusting several control variables in an iter-
ative manner. Among the latter systems are the GFDL
(Geophysical Fluid Dynamics Laboratory) Modular Ocean
Model-based K7-products (Sugiura et al., 2008; Masuda
et al., 2010) and the MITgcm model-based ECCO-v4 (Esti-
mating the Circulation and Climate of the Ocean; Speer
and Forget, 2013; Wunsch and Heimbach, 2013a; For-
get et al., 2015) and GECCO (German contribution to
ECCO) syntheses (Kohl and Stammer, 2008; K&hl, 2015).
Sequential methods carry model and data information
only forward in time, while smoother methods such as
the adjoint method also carry information backward in
time. The main difference between sequential and adjoint
methods is that in the latter the state is adjusted indi-
rectly through the parameters while in the former the
state is directly adjusted. The adjoint method is there-
fore less sensitive to data gaps but the limited control
parameter space may not suffice to correct for model
biases even for high data density. The present paper
focuses on the presentation and evaluation of a new
version of the GECCO product and will also address
some difficulties encountered during the production of the
latest product. GECCO2 showed convergence problems,
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which were solved by splitting the period into 5-year-long
overlapping windows. Since the splitting created artifi-
cial 4-year cycles (also https://icdc.cen.uni-hamburg.de/1/
daten/reanalysis-ocean/gecco2.html; accessed 27 March
2020), this solution will not be followed here. Instead, we
present the cause of the loss of convergence over long
assimilation periods and how it can be avoided.

Ocean syntheses generated by assimilating observa-
tions into ocean models are used as initial conditions for
seasonal to decadal predictions. As syntheses are often
created by using stand-alone ocean models with config-
urations different from the climate model used for pre-
diction, the information usually needs to be transformed
to fit the grid of the climate model. The necessary inter-
polation leads to gaps in the closure of the temperature
and salinity budgets and the resulting trends were shown
to reduce decadal prediction skills (Krdger et al., 2018).
To avoid interpolation, the new version of GECCO will
be configured on the grid and bathymetry of the ocean
component of the earth system model developed at the
Max Planck Institute for Meteorology (MPI-ESM; Gior-
getta et al., 2013). The considered higher-resolution ver-
sion of MPI-ESM features a quasi-uniform resolution of
0.4°, which is isotropic in the Southern Hemisphere but
has two dislocated poles in the Northern Hemisphere and
is termed by (Jungclaus et al., 2013) as eddy-permitting
for most regions. In comparison to GECCO2, the set of
control parameters includes additional mixing parameters
to reduce the bias of the model and to provide estimates
of mixing processes. The new product also includes now
relaxation to surface salinity, which makes the previously
employed separation into 5-year-long windows obsolete
and the new synthesis returns to an optimization over the
complete period, as previously employed by GECCO.

As before, the results of the syntheses are available
at https://icdc.cen.uni-hamburg.de/daten/reanalysis-
ocean/gecco3.html, which also provides further technical
details about the variables. We will discuss the configura-
tion of the new version in Section 2. Section 3 describes
the optimization process and Section 4 attempts to explore
one aspect of the uncertainty of the solution. After an
evaluation of the state relative to the assimilated data in
Section 5, heat content changes and heat and transport
estimates are compared as examples for independent data
in Section 6.

2 | METHODS

2.1 | Model configuration

As for the previous synthesis GECCO2, the new version
of the synthesis (GECCO3 in the following) covers the


https://icdc.cen.uni-hamburg.de/1/daten/reanalysis-ocean/gecco2.html
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years of the National Centers for Environmental Predic-
tion (NCEP) RA1 reanalysis (Kalnay et al., 1996), which
now extends over the period 1948-2018. Differently from
GECCO2, GECCO3 uses only one assimilation window
covering the full period. The update is based again on
the MITgcm ocean model (Adcroft et al., 2002) coupled
to a dynamic viscous-plastic sea ice model (Losch et al.,
2010) but, as in the previous update, the horizontal reso-
lution was further increased. The horizontal and vertical
discretization and the bathymetry were taken from the
MPI-HR configuration of the MPI-ESM climate model
(Jungclaus et al., 2013). The associated TP04 grid has a
nominal horizontal resolution of 0.4° and 40 levels increas-
ing from 12 m at the surface to 600 m at depth. The bottom
cell is realized as a partial cell. Certain editing of the
bathymetry in comparison to a realistic topography was
noticed, notably the widening of the Faroe Bank Chanel
(FBC) and a reduction of the depth north of the Florida
Strait. The impact of the former is a larger transport
through the FBC and a smaller Denmark Strait overflow
transport in comparison to observations. The latter depth
reduction limits the Florida Strait transport to a range of 20
to 22 Sv. Although these disadvantages were noticed before
the assimilation, since one of the purposes of the GECCO3
synthesis was to provide compatible initial conditions for
initializing decadal hindcasts with the MPI-HR model, for
the sake of preserving the compatibility the bathymetry
was adopted without changes. As before, parametrizations
include a dynamic/thermodynamic sea ice model, the
K-profile parametrization (KPP) mixed-layer model (Large
et al.,, 1994) and despite permitted eddies the Gent and
McWilliams (1990) (GM) parametrization of eddy tracer
fluxes and isopycnal diffusion (Redi, 1982). Surface fluxes
are derived by the model via bulk formulae (Large and
Yaeger, 2004) and the sea ice model from the atmospheric,
oceanic and sea ice state. Freshwater forcing is repre-
sented as virtual salt flux. The prior of the atmospheric
state is taken from the 6-hourly NCEP data and additional
river-runoff from Fekete et al. (2002).

2.2 | Control parameters

As before, the adjoint method was employed to bring the
model into consistency with the assimilated data and the
prior error weights. To achieve this goal, a cost function
was formulated as the sum of the quadratic model-data
differences divided by the prior error estimates:

J= Y ldi~ Byl "R [di ~ Eyyil + 3w/ QMuy. (1)
i J

The cost function J has two parts. The first part
measures the model-data misfits d; — E;y;. Here, E; is the

observational operator that maps the model state y; to
the observation space d;. The second part is the back-
ground term, which is necessary for regularization and in
which u; are the deviation of the parameters from their
priors. The relative contribution of each term in the cost
function is controlled by data error weight R™! and the
weight Q™! which describes the prior uncertainty of the
controls.

The cost function was iteratively minimized by adjust-
ing the control parameters by employing gradients to
the cost function, which are calculated with the adjoint
model. The set of control parameters include variables
of the atmospheric state and besides mixing parameters
the initial temperature and salinity. In addition to the
previously adjusted surface air temperature, humidity, pre-
cipitation, and 10m wind speeds, the short-wave heat
flux and four mixing parameters were included into the
control vector. The atmospheric state is externally pro-
vided by the NCEP reanalysis and treated as parameters
in the bulk formulae. It was adjusted every 10 days. Sim-
ilar to the study with the original GECCO configuration
by Liu et al. (2012), the mixing parameter include the
isopycnal, the thickness, and the vertical diffusion. In
addition to these, the depth-independent critical gradi-
ent Richardson number (Ri) was chosen to control the
mixed-layer depth. The sensitivity to changes of Ri was
investigate by Zedler et al. (2016) as one of the most influ-
ential parameters in the KPP mixed-layer parameteriza-
tion. To ensure positive values, corrections to the diffusiv-
ities were formulated by multiplying with the exponential
of the parameter, thereby accommodating a wide range of
adjustments.

2.3 | Assimilated data and error weights
The set of assimilated data includes along-track altime-
ter data from Topex/Jason (TP), the European Remote
Sensing satellites ERS-1 and ERS-2 and the Environmen-
tal Satellite Envisat (the three satellites are referred to
as ERS in the following), the Geosat Follow-On mission
(GFO) and Cryosat-2 (C2) and is used to constrain the
sea surface height (SSH) anomalies in the period after 25
September 1992. As the model employs the Boussinesq
approximation, its global mean sea level is constant and
the global mean estimated from mapped altimeter data
was subtracted from the along-track altimeter data. For
both types of altimeter data, reprocessed data were used
as far as possible, and to fill in the missing data dur-
ing the last six months, near-real-time data were used.
HadISST (Rayner et al., 2003) is used to constrain the sea
surface temperature (SST). It was set to freezing tempera-
tures beneath non-zero sea ice concentrations taken from
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TABLE 1 Configuration of the experiments
Experiment Data assimilation Tracer advection scheme Relaxation time-scale
GECCO3first yes centred with GM no relaxation
GECCO3 yes centred with GM 60 days
GECCO3S6m yes centred with GM 180 days
CTRL none centred with GM 60 days
CTRL_FLS none FLS without GM 60 days

the Version 1 Ocean and Sea Ice Satellite Application Facil-
ity (OSI SAF) High-Latitude Processing Center. Tempera-
ture and salinity profiles are taken from the EN.4.2.1 data
base (Good et al., 2013) with the Gouretski and Reseghetti
(2010) corrections. Additionally, the mean SSH from the
combination of the GOCOO05s geoid (Pail et al., 2010)
with the DTU10 mean sea surface (Andersen, 2010) con-
strains the mean dynamic topography during the period
1993-2018. The mean SSH was re-referenced to accom-
modate different averaging periods. Initially, the synthe-
sis was started with the climatological temperature and
salinity constraint from the World Ocean Atlas 2013
(Locarnini et al., 2013; Zweng et al., 2013), which was
replaced by the World Ocean Atlas 2018 (Locarnini et al.,
2018; Zweng et al., 2018) once it became available. The
same change applies to the sea surface salinity (SSS) con-
straint, for which climatological salinity was assimilated as
monthly SSS.

Error weights of the data are specified as in Kohl
(2015); they are assumed to be diagonal and are dom-
inated by the representation error of the model due to
unresolved eddies. For the background information, errors
of the atmospheric state are calculated from the standard
deviation of the NCEP fields while removing the clima-
tology for air temperature and short-wave heat flux before
the calculation because their seasonal cycle is assumed to
have a relatively small error. Uncertainties for the expo-
nential factors applied to isopycnal and thickness diffusion
are set to 3, which yields roughly a multiplicative factor of
20. The factor is inspired by the range of values covered by
independent estimates (e.g., Stammer, 1998; Ferreira et al.,
2005; Eden et al., 2007). In comparison to GECCO2, the
corresponding background values were reduced from 800
to 500 m2-s~! and the horizontal viscosity was also reduced
from 10* to 2,500 m?-s~1. The background value of vertical
diffusion is 107> m?-s~! and the error for the exponential
factor is 5, which yields a multiplicative factor of 150. The
factor is inspired by estimates based on shear and stain
profiles (e.g., Kunze et al., 2006) considering the fact that
locally, for instance in the equatorial thermocline, values
as high as 1072 m?-s7! can be reached (e.g., Gregg, 1987,

Moum et al., 2009; Smyth et al., 2013). The error of Ri
was assumed to be 0.5. For the mean dynamic topogra-
phy and the climatological temperature and salinity fields,
a constant of 4.5cm and vertical profiles as in Kéhl and
Stammer (2008) were used, respectively. Modifications to
the adjoint are necessary because of the nonlinearity of the
parametrization. These include the removal of the adjoint
to the sea ice model and changes to the GM parametriza-
tion as described in Liu et al. (2012). For changes to the
KPP parametrization, the method of Jiang et al. (2002) was
adopted.

2.4 | The simulations

We describe here five runs (Table 1), which were started
on 1 January 1948, from one year of spin-up after ini-
tializing from rest, and with temperature and salinity
conditions taken from the January fields of the World
Ocean Atlas 2013 (WOA13). CTRL is without data assim-
ilation and forced with the 6-hourly atmospheric state
from NCEP RA1 employing surface relaxation with a
time-scale of 60 days to climatological salinity values from
World Ocean Atlas 2018 (WOA18). To evaluate the impor-
tance of parametrized fluxes, a further experiment was
performed (CTRL_FLS), which differs from CTRL by the
use of a flux-limited advection scheme instead of the GM
parametrization to provide stability for the low horizontal
diffusion.

The first optimization attempt (GECCO3first) with the
new set-up did not use relaxation but added during the
first three iterations the diagnosed salt fluxes from paral-
lel runs which differ only by additionally including SSS
relaxation. Since the fluxes were diagnosed from monthly
means and projected on the 10-day corrections, a flux
error was inevitable and the twin with relaxation was
not reproduced. Although adding the correction fluxes
greatly reduced the cost functions, the surface salinity
fields stayed close to the twin only for about 20-30 years,
and thereafter the two runs diverged. The progress of iter-
atively reducing the cost stalled at iteration 13, but the
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resulting cost function was only slightly lower than CTRL.
The premature stalling of the progress and the divergence
was attributed to the instability of the model to freshwater
perturbations in high latitudes for flux boundary condi-
tions (Bryan, 1986a).

However models are known to be stable under
salinity-restoring boundary conditions (Bryan, 1986b). To
solve the stability problem and to start with an initial
cost function at the same level as CTRL, GECCO3 was
chosen to follows the set-up of CTRL with SSS relax-
ation. To test the sensitivity to the SSS relaxation, at iter-
ation 10 two different optimizations were continued: one
with the two-month SSS relaxation time-scale (GECCO3)
and a second with a six-month SSS relaxation time-scale
(GECCO3S6m).

3 | OPTIMIZATION
3.1 | Parametrized versus explicit eddy
fluxes

In the MPI-ESM configuration, a flux-limited advection
scheme (FLS) is used together with a grid-size-dependent
scaling of the GM coefficients which scales the param-
eters to less than 50m?-s! and causes the effect of the
parametrization to virtually disappear. As a consequence,
the MPIOM ocean model can make full use of the available
resolution, and the model is able to simulate meanders
and larger eddies. As the present set-up is designed to
provide estimates of the GM mixing coefficients and the
associated eddy fluxes, the set-up requires parametrized
fluxes. The question arises whether parametrized fluxes
are still suitable if the model is able to generate limited
but explicit eddy fluxes. A suggestion for a transition from
parametrized to simulated eddies based on the deforma-
tion radius and the grid size was proposed by Hallberg
(2013). Since the mixing parameters are part of the con-
trol, the method can reduce the mixing parameters and use
fluxes from explicit eddies instead of parametrized fluxes.
However, the method also adjusts individual eddies to
reduce the eddy-related contribution despite less realistic
resulting eddy fluxes.

Since the two options of the model to realize eddy
fluxes are at the opposite sides of the GM parameter range,
the associated cost function may have two local minima
on the two sides of the range. The initial parameter choice
is therefore crucial and the best choice can objectively
be assessed in the context of the data assimilation set-up
by comparing the cost function of CTRL with that of
CTRL_FLS, which does not employ GM parametrization
similar to the MPI-ESM. The results of this comparison
are shown in Figure 1. Apparently, parametrized eddies

CTRL
45 ||

L I
I CTRL_FLS Z
~

averaged normalized RMS

FIGURE 1
root mean square (RMS) value normalized by the prior error. A

Cost function contributions shown as the average

value of 1 indicates consistency between model, data and the prior
error. Differences from EN4 data are evaluated for CTRL as
full-field while GECCO3 uses anomalies with respect to the time
mean. The contribution from the mean bias is indicated by the
bright yellow portion of the EN4 bars for GECCO3. The cost
function contributions for GECCO2 are based on a different version
of the data as indicated in the figure and are taken over the shorter
period 1948-2011

provide substantially lower model-data differences for all
data types. Since mismatching eddies will produce on aver-
age larger RMS differences than the same state without
eddies, the state with lower differences and parametrized
fluxes may actually not be more realistic. However, the
argument is much less valid for the contribution from the
climatologies, for which 71 model months were averaged.
As the key objective of the adjoint method is to minimize
the cost function, the GM parametrization was employed.

3.2 | Changes during the course of the
optimization

GECCO3 is the synthesis as described above, and we ana-
lyze here the state after 41 iterations, over which the
cost was reduced to 41%. All analyses are performed over
the entire period 1948-2018 unless otherwise specified.
Over the course of the iterations, a few changes have
been introduced to the set-up, which are illustrated in
Figure 2 and which should be explained here. The opti-
mization procedure was started as a synthesis over the
period 1948-2017 with two-month SST and SSS relaxation.
As explained above, a second synthesis (GECCO3S6m)
branched off at iteration 10 by increasing the relaxation
time-scales to 6 months (green curve), and at iteration 16
the SST relaxation was omitted in both syntheses with very
little impact on the SST cost contribution. Beyond itera-
tion 20, the progress for GECCO3 became small, allowing
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FIGURE 2  Cost function reduction of the two syntheses

with associated changes in the configurations. Both configurations
start from the set-up using SST and SSS relaxation with a
two-month time-scale. GECCO3 follows the blue and then the red
line after switching the treatment of in situ data to the assimilation
of anomalies. GECCOS6m branches off as green line and follows as
cyan after the switch. The syntheses were extended to include 2018
as soon as the data became available, which happened at different
iterations for GECCO3S6m and GECCO3

GECCO2S6m to catch up. The climatology was updated
from WOA13 to the preliminary version of WOA18, when
it became available at iteration 26 (the preliminary ver-
sion of WOA18 differs from the final product mainly in
the upper few hundred metres visible as eddy-like features
and at places around Greenland, Baffin Island and on the
shelf in the Arctic). The syntheses were extended until the
end of 2018, once the complete EN4 data for 2018 became
available. At this time the progress had also slowed down
for GECCO2S6m, and the treatment of the assimilation of
the in situ data was changed to allow for further improve-
ment. Initially, full in situ data were assimilated, such that
the reduction in bias or mismatch in variability reduces
the cost. However, as noted by Kohl et al. (2012), the bias
contributes considerably to the cost, and if it persists, can
hinder matching the variability. For the last iterations, we
followed their approach and changed to the assimilation of
anomalies relative to WOA18 at iteration 30. The notable
decline in cost is related to the remaining mean bias rela-
tive to the in situ data at that iteration. After the change of
set-up, a further 10% reduction was possible, during which
particularly the altimeter cost was reduced.

4 | UNCERTAINTY
QUANTIFICATION

For the optimization, no formal termination criterion was
employed. Instead, the optimization was terminated when
further progress became too slow to justify the expended

Royal Meteorological Society

computation time (about 0.4% reduction for the final
iteration). Instead, the justification for the product, as
detailed in the following section, is the reduction in misfit
and the achieved level of consistency. Given the large con-
trol vector ((9(10%)), the limited number of iterations do not
facilitate convergence, which implies a dependence of the
result on the starting point and uncertainty of the state and
parameter estimation associated with this.

To be useful, every estimate requires an uncertainty
quantification, which in the case of the adjoint method
can formally be derived from the inverse of the Hes-
sian matrix of cost function near the minimum (Thacker,
1989). Although approximations of the Hessian are calcu-
lated as part of the employed quasi-Newton optimization
algorithm M1QN3 (Gilbert and Lemaréchal, 1989), expe-
rience with evaluating the associated Hessian approxima-
tion revealed little changes of the off-diagonal elements
relative to the initial assumption. Consequently, the result-
ing uncertainty estimate is doomed to be too dependent
on the initial guess to be useful. Since exact calculations
as recently presented by Kalmikov and Heimbach (2014)
are extremely costly, and may for nonlinear models only be
valid if a state close to the minimum was found, we use the
two alternative estimates GECCO3 and GECCO3S6m to
provide at least an idea how much the lack of convergence
may affect the results.

In the following, both estimates are treated as equiva-
lent approximations to the optimal state as almost identical
cost function contributions are ultimately achieved. The
difference in their relaxation time-scale induces a fresh-
water flux perturbation at iteration 10, which causes the
two estimates to take different optimization routes towards
the minimum. The missing part of the relaxation flux in
GECCO3S6m can be explicitly represented by changes in
precipitation. Only the cost function contributions directly
associated with the freshwater fluxes (humidity and pre-
cipitation) differ, but since they account together for less
than one in 10,000 and are only about 10% larger for the
low-relaxation case, the two solutions can be considered as
alternative approximations to the solution of basically the
same optimization problem.

A direct comparison of the differences due to lack of
convergence to the formal uncertainty estimate is possible
for the Drake Passage transport. Kalmikov and Heimbach
(2014) reported a posterior uncertainty of 2.5 Sv estimated
by inverting the Hessian of the misfit function of a global
idealized barotropic model. In comparison, the transport
time series of GECCO3 and GECCO3S6m differ by a RMS
value of 2.4 Sv. This means the uncertainty in determin-
ing the minimum by a limited number of iterations is
already as large as the estimated posterior uncertainty in a
simple model. Although the differences between GECCO3
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(a) RMS difference between GECCO3 sea level anomalies and the along-track Topex/Jason data weighted by the square

root of the sum of the SSH variances from GECCO3 and the altimeter data. A value of 1 corresponds to a model that is not better than white
noise. (b) Ratio of the RMS differences between Topex/Jason and GECCO3 over the RMS differences between Topex/Jason and CTRL. To
improve the visual impression, missing values have been filled with a Gaussian interpolation. The equivalent figure for ERS/Envisat/C2 is

very similar with on average 2.3% higher values

and GECCO3S6m cannot be treated as an uncertainty esti-
mate, results of both syntheses are presented together in
the following to provide an idea of how vulnerable the
estimate can be to small changes of the initial parameters.

5 | MODEL-DATA DIFFERENCES

Ultimately, the success of the assimilation is measured
by achieving consistency between model, data and the
prior error information. Since in the cost function the
model-data differences are divided by the prior error and
after squaring summed up, one expects for consistency
that on average each data point contributes a value of
1 to the cost. The model-data difference would then be
the same as the prior error. Dividing their cost contribu-
tion by the number of observation and taking the square
root provides a metric for how large the model-data dif-
ference is on average in the units of the prior error. A
value of 1 is expected for consistency. The contributions to
the cost and their reduction in this metric are shown in
Figure 1 for GECCO3. For GECCO3S6m the contributions
are nearly identical (not shown), except for SSS, whose
value is nearly as high as for CTRL. GECCO3 reaches val-
ues below one for the climatological T and S and SSS
and SST. For these contributions, CTRL was already near
consistency and better than or equal to GECCO2. Altime-
ter and in situ data anomalies range near 1.5. Only the
MDT reaches up to 2 and only the altimeter data show
higher values than GECCO2. However, in GECCO2 SSH
anomalies were defined relative to a 5-year mean, while in
GECCO3 they are relative to a 26-year mean. Long-term
variability of the mismatch is therefore filtered out in the
GECCO?2 set-up. The largest improvement over the course
of the optimization, but also relative to GECCO2, is noted

for the EN4 in situ data. The contributions are about 0.75
lower than for GECCO2. The higher resolution is certainly
one factor as the agreement with the climatology shows;
however, also important is the larger amount of Argo data
(only until 2011 in GECCO2), which on average has lower
differences from the model as detailed below.

Cost function contributions provide only a global num-
ber characterizing the misfit, which regionally is very dif-
ferent because the errors are typically large where the sig-
nal is large and because the models have distinct regional
biases. To take the effect of varying sizes of variability into
account, the RMS differences of GECCO3 to the Topex/Ja-
son SSH are shown in Figure 3 divided by the square root
of the sum of the variances from GECCO3 and the altime-
ter data . The same has been done for GECCO2 before,
such that the figures can be directly compared (figure 6 in
K6h12015). Overall similar patterns are found for GECCO2
and GECCO3. The best match with the data is in tropical
latitudes and large errors that reach the size of the vari-
ability exist in the North Atlantic and the Southern Ocean.
While GECCO3 does not quite reach the match in tropical
regions, differences to the data are smaller in midlatitudes,
particularly in the eastern North Pacific where GECCO2
worsened in comparison to its control.

Instead of showing also the misfit for CTRL, we show
in Figure 3b the ratio of the respective RMS differences
to better highlight regions of improvement or degrada-
tion. The match improved almost everywhere, in partic-
ular along the North and South Equatorial Currents. The
eddy-rich Southern Ocean and regions of other energetic
boundary currents hardly improve, since errors are dom-
inated by eddies that are not well represented or can-
not be matched. By contrast, a distinct problem exists
as before in GECCO?2 in the eastern part of the North
Atlantic off the coast of Portugal. This is a region of
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(a, b) RMS differences between GECCO3 and the EN4 data for (a) temperature and (b) salinity at 200 m depth and (c, d) the

ratio of the RMS differences between GECCO3 and EN4 to the RMS differences between between CTRL and EN4 for (c) temperature and (d)

salinity at 200 m depth

relatively low variability, in which GECCO3 generates sub-
stantially more variability. The adjoint method transports
model-data mismatch information upstream, which is
upstream of the currents but also upstream of the propaga-
tion of waves. Since substantial variability and mismatch
exist in the region of the Gulf Stream due to eddies and
meanders that cannot be matched, this information moved
eastward but also northward along the Labrador Currents
and creates erroneous variability visible there.

RMS differences to the EN4 data are shown in Figure 4
as before for GECCO2 at 200m depth to allow a direct
comparison. The majority of colour scales cover now only
about half the range than before to provide more details
for regions of smaller misfits. Patterns of misfit are very
similar to those of GECCO2 with smaller amplitudes con-
sistent with the reduced cost function values in compari-
son to those of GECCO2. As before, a large fraction of the
misfit is related to a persistent bias (not shown), which
is also reduced in comparison to GECCO2, in particular
along the northern flank of the Antarctic Circumpolar

Current (ACC). A noticeable difference to GECCO?2 is the
existence of values in the Arctic thanks to the program of
ice-tethered profilers. For temperature, additional signa-
tures of higher misfit are visible in the equatorial region of
the North Atlantic, where the level of misfit is in the range
of the previous control.

Nevertheless, the ratio of the RSME values between
GECCO3 and CTRL reveals the equatorial region of the
North Atlantic as the one with the largest improvements,
suggesting that the new configuration does not perform
well in this region. In addition to this, the ratio reveals
larger improvements in the South Atlantic, Indian Ocean
and along the northern flank of the ACC, while there
is some increase in misfit noticeable along the southern
flank. Further regions of increased misfit exist in some
parts of ice-covered regions and the region of the South
Equatorial Current of the Pacific.

The agreement in pattern with a larger misfit in the
equatorial Atlantic also holds for salinity. Higher values
are visible along the California Current and its extension



2258 Quarterly Journal of the

EIRMets

KOHL

Royal Meteorological Society

(a) Temperature RMSE of GECCO3-GECCO3S6m (°C, in 200m)
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averages versus depth over the period 1948-2018

into the North Equatorial Current (NEC). However, fur-
ther downstream of the NEC the misfit in the western
Pacific is greatly reduced. The longer assimilation win-
dow in GECCO3 in comparison to GECCO2 may have
facilitated the reduction but, by transporting the infor-
mation further upstream, created the large misfit in the
eastern Pacific. This general pattern is also visible when
comparing GECCO3 to CTRL by their misfit ratio. In the
Pacific, regions of degradation exist mostly near the east-
ern boundaries. These are the regions where the misfit
information accumulates when transported by eastward
propagating Rossby waves (in the backward-in-time run-
ning adjoint model).

Although the RMS differences to the data look very
similar for GECCO3 and GECCO3S6m, the RMS differ-
ences between the syntheses (Figure 5) are similar to those
of the differences between synthesis and data. Regions of
large differences for temperature as well as salinity are
the most energetic regions, such as the boundary cur-
rents and the ACC. These regions are characterized by

(b) Salinity Difference (psu, in 200m)
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RMS differences between GECCO3 and GECCO3S6m for (a) temperature and (b) salinity at 200 m depth and as horizontal

eddies and meanders that are not predictable and thus not
controllable by estimating parameters through the adjoint
method. In these parts, differences reach 1°C and 0.1-0.2
practical salinity units (PSU). Further noticeable regions
are the eastern, equatorward edges of the subtropical gyres.
These regions are characterized by baroclinically unsta-
ble long Rossby waves that show a clear signature in the
adjoint sensitivities (e.g., Galanti and Tziperman, 2003;
Ko6hl, 2005); small disturbances tend to grow there, which
render the states to be hard to predict or control. In com-
parison to the energetic regions, differences are typically
lower in temperature, reaching only 0.2-0.5°C, but are at
about the same level for salinity.

Figure 5c,d show the evolution of the RMS differences
between GECCO3 and GECCO3S6m for temperature and
salinity. There is a fast increase in RMS differences notice-
able during the first five years, followed by a reduction
that happens roughly in two steps. Differences peak at
200 m for temperature and at the surface for salinity. The
largest differences are seen during the first 10 years, in
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salinity differences to the EN4 data. GECCO3S6m is shown as dotted curve.Each year has the same weight despite the much higher data
density during the Argo period. The larger RMS differences during the pre-Argo period leads to overall larger RMS error values than just
averaging over all data points, but the metric is less biased by data sampling

which spin-up effects are important. The following period
of relatively stable differences is characterized by maxi-
mum values of 0.25-0.30°C in temperature and 0.1 PSU
in salinity. This period ends with the advent of altimeter
data, which leads to decreasing differences which reach
maximum values below 0.22°C and 0.08 PSU, respectively.
In comparison to the introduction of altimeter data, the
introduction of the Argo data leads only to a very small fur-
ther reduction of the differences noticeable for the years
roughly following 2005. Although the sensitivity to the
relaxation time-scale provides only an indication of the
uncertainty of the estimate, the comparison shows the
profound effect of especially the altimeter data, and that
the period before 1993 is noticeably less well constrained,
particularly during the spin-up period.

Profiles of the time evolution of the RMS difference to
EN4 are shown in Figure 6 for temperature and salinity.
Both show a clear reduction in misfit in the upper 1,000 m
with the advent of the Argo data around 2003 with an

even more pronounced transition in the near-surface lay-
ers for salinity. The decrease is unlikely to be attributed
to changes in data quality since observational errors are
much smaller than the representation error of the model.
Smaller residuals benefit from the more uniform sampling
by the Argo profilers since they sample equally well the
quieter areas away from the energetic regions that drew
more attention by field programs. Although the adjoint
method is supposed to fit the data best in the middle
of the assimilation window, in the range 500 to 1,500 m
larger differences are apparent in the period 1970-1990
and between 1995 and 2005. A similar, though deeper,
larger signal was visible before in GECCO?2 related to the
Mediterranean outflow. In GECCO3 the signal is related
to large errors along the Gulf Stream and the Northwest
Corner area that received more attention by field programs
during these periods and which are areas of large misfits.

In Figure 6c,d, the temporal means of the profiles
are compared to those of GECCO2 and CTRL. GECCO3
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Time mean corrections to the (a) heat flux, (b) freshwater flux, and (c) zonal and (d) meridional wind stress relative to

CTRL. The correction to the freshwater flux contains corrections to the river runoff as part of the changes in the precipitation, because runoff

is treated identically to precipitation in the model and can therefore not be separated by the estimation procedure. Heat and freshwater fluxes

include the contribution from the relaxation terms. Note the nonlinear colour scales to accommodate the high corrections in the regions of

strong currents. The sign of the fluxes follow the NCEP convention with positive values into the atmosphere

and GECCO3S6m show nearly identical profiles as the
almost identical cost function indicates. In comparison to
GECCO2, there is an improvement for temperature in the
top 200 m and at the level of the Mediterranean water vis-
ible. However, the deep ocean below 2,700 m degrades. In
comparison to CTRL, most of the improvement is confined
to the top 1500 m, which is also true for salinity. In compar-
ison to GECCO2, the largest improvement of salinity takes
place between 700 to 3,500 m.

6 | ESTIMATED PARAMETERS

This section is dedicated to the parameter changes that
were adjusted to bring the model into consistency with the
data. The mean difference of the GECCO3 fluxes relative to
CTRL resulting from the changes in the atmospheric state
are shown in Figure 7. Different from GECCO2, which
showed large regions of positive heat flux corrections

particularly in the Northern Hemisphere, adjustments are
mostly characterized by regional changes in the most ener-
getic regions. There, pattern and sign of changes agree
with GECCO2. Also for the freshwater flux, the predom-
inance of positive correction seen in GECCO?2 disappears
and corrections are more balanced. In the Tropics, correc-
tions remain similar with additional freshwater input over
the convergence zones, while the amplitudes are much
reduced. Note that the adjustments contain the contribu-
tions from the relaxation, while the contribution from the
relaxation was missing before in GECCO2's control. Mid
and high latitudes are characterized by stronger evapora-
tion. Wind stress corrections follow closely previous cor-
rections, with largest corrections along the strong currents.

The associated standard deviation of the flux changes
(not shown) also demonstrates that fluxes are predomi-
nately adjusted over regions of high oceanic variability.
Large variability of freshwater flux adjustments also occurs
over ice-covered regions as a consequence of changes in
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sea ice state. Two further regions are noteworthy. One
is the region of the North Brazil Current (NBC) north
of the Amazon river mouth where the freshwater plume
from the Orinoco and Amazon Rivers moves with the
NBC. The current retroflects near 7°N and sheds NBC
rings, which reach towards the Caribbean Sea where they
release freshwater (Chérubin and Richardson, 2007). Due
to lack of resolution, this process is not represented by the
model. A second location exists in the Bay of Bengal where
runoff and transport of freshwater through the Indonesian
Archipelago (Sengupta et al., 2006) are important factors,
which may not be sufficiently represented in CTRL - first
due to the prescribed mean runoff, and second since a res-
olution of about 1/6° was found to be necessary to resolve
the signals of the waves propagating through the passages
(Lee et al., 2010).

The RMS differences between the fluxes of GECCO3
and GECCO3S6m are shown in Figure 8 as percentage of
the standard deviation of the respective fluxes. The pat-
terns of differences reflect the variability of the correction
with larger values over stronger currents. In these regions,
differences of heat fluxes and wind stress reach 30%, while
away from these regions values are typically lower than
10%. A different picture emerges for the freshwater flux; for
this quantity, RMS differences are larger, reaching 50% and

20%, respectively. Since the freshwater is the only quan-
tity that was initially perturbed by changing the relaxation
time-scale, it is suggested that the differences of other
fluxes were likely be larger when also perturbed.

The estimation of mixing parameters is an improve-
ment taken over from Liu et al. (2012). Different from
their work, the critical Richardson number was added to
the set parameters but the thickness advection coefficient
was removed. A further important difference is the esti-
mation of the exponent of a multiplicative factor rather
than adding the corrections, thereby avoiding negative
parameters and allowing a larger range of corrections. Nev-
ertheless, patterns of thickness diffusion correction shown
in Figure 9 remain quite similar to those of Liu et al
(2012) and are characterized by mixing reduction along
many major currents explained by mixing suppression of
strong currents or potential vorticity gradients (Ferrari and
Nikurashin, 2010). Other areas of reduction include the
eastern, equatorward flanks of the subtropical gyres, par-
ticularly in the Northern Hemisphere, where the isopycnal
diffusivity is enhanced. For the interior of the ocean, where
the slopes of buoyancy and tracers can be assumed to be
small, Olbers et al. (2012) showed that the parametrization
of eddy fluxes by the GM scheme yields identical coeffi-
cients for isopycnal and thickness diffusion. The mismatch
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The estimated mixing parameters of (a) thickness, (b) isopycnal and (c) vertical diffusion at 400 m depth and (d) the

estimated depth-independent Richardson number. The corresponding reference values for CTRL are 500, 500 m? -s~1, 10~ m?-s~! and 0.7

of the corrections for the two coefficients in the equator-
ward flanks of the subtropical gyres contradicts their find-
ing. In these regions, the ratio between simulated and the
observed SSH variability reaches values between 0.7 and
0.9 in comparison to ratios between 0.2 and 0.5 in frontal
regions. The large eddy activity suggests that a large fac-
tion of the eddy tracer fluxes is represented by eddies rather
than parametrized, which may enable both mixing coeffi-
cients to be different. Note that, according to Stammer et al.
(2000), about 50% of the SSH variability is associated with
high-frequency barotropic variability rather than eddies.
Since this barotropic variability can be represented even by
coarse-resolution models, the ratios of represented eddies
is considerably lower than those reported here for the
SSH variability, implying the absence of eddies in frontal
regions and up to 50% to 80% of the eddy signal in quiet
regions.

In retroflection regions in the Southern Hemisphere
and along the northern flank of the ACC, enhanced thick-
ness diffusion coincides with suppression of isopycnal
mixing, which violates the findings of Olbers et al. (2012),
despite the fact that in these areas the represented vari-
ability is low. The underlying dynamical differences are
unclear, but in these areas a particularly large bias reduc-
tion was documented above.

Changes of diapycnal mixing in Figure 9c are charac-
terized by enhanced mixing slightly poleward of 20°N/S in
the eastern half of the Indian and the Pacific Ocean, which
are consistent with the latitudes of tidal mixing governed
by parametric subharmonic instability (MacKinnon et al.,
2013). In the Atlantic, a similar enhancement exists in the
western half of the Northern Hemisphere while the east-
ern half and the Southern Hemisphere show reductions.

Adjustments to the critical Ri focus on the equato-
rial region mostly by reducing Ri to values as low as 0.2,
thereby promoting the deepening of the mixed layer of
about 5m in the central equatorial Pacific (Figure 9). In the
Atlantic, enhanced values are observed along the Equa-
tor and a reduction south of the Equator. In most other
areas of the ocean, Ri changes are small except for a band
of enhanced values that follow the East Greenland Cur-
rent and Labrador Current into the Gulf Stream region.
Because corrections are mostly small, the effects on the
mixed-layer depth (MLD) are also expected to be small and
most of the MLD changes are attributed to changes in other
parameters. In comparison to the observational-based
mixed-layer products by de Boyer Montegut et al. (2004)
and Holte et al. (2017), the MLD of GECCO3 fits slightly
better than CTRL outside polar regions but worse in
regions of deep convection (not shown).
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During the last years the Earth's Energy Imbalance (EEI), FIGURE 10 Heat content changes in the three different

mostly driven by anthropogenic greenhouse gas emissions,
has received increasing interest. The oceans have a key
role in the EEI as about 93% of the excess heat is absorbed
by the oceans (Trenberth et al., 2016). Measuring the heat
uptake by the ocean is one of the four methods to deter-
mine EEI (Meyssignac et al., 2019) and the one that is
best suited on long time-scales (Von Schuckmann et al.,
2016). Initially, estimating the warming in the ocean (Lev-
itus et al., 2000) served to document the impact of climate
change. Along with this effort, several problems with the
observing system became apparent (e.g., Wijffels et al.,
2008; Gouretski and Reseghetti, 2010; Cheng and Zhu,
2014), which were addressed during a series of updated
estimates (Domingues et al., 2008; Levitus et al., 2012;
Cheng et al., 2016; Ishii et al., 2017; Zanna et al., 2019).
With the newer estimates, the direction of the research has
changed towards understanding the EEI variability and,
associated with this, the estimation of changing oceanic
heating rates and detection of their uptake regions moved
into focus. This new direction is partly driven by the
so-called “climate change hiatus”, a period between 1998
and 2013 with little change in global mean air tempera-
tures (Allan et al., 2014; Hedemann et al., 2017), and the
need to understand where the lack of surface warming
comes from and to what extent enhanced ocean storage
(e.g., Meehl et al., 2011; Balmaseda et al., 2013; Watanabe
et al., 2013) may explain it.

While previously the focus was on the upper 700 m, the
lack of information from the lower layers became prob-
lematic for the attribution of changes. Newer estimates try
to fill in the missing information and to provide a more
detailed quantification of where heat is taken up. We fol-
low here the separation of the full water column into differ-
ent depth levels recently presented by Cheng et al. (2017,
CEA hereafter). According to their estimate, most of the
full-depth warming over the last six decades of 33.5 x 1022 J
happens during the period after the mid-1980s, with the
layers below 700 m accounting for about one-third of the

depth categories in comparison to CEA. The anomalies are
calculated as the sum over the entire globe and with respect to the
mean over the period 1960-1969. The curve Domingues+Levitus is
the sum of the updated Domingues et al. (2008) 0-700 m plus the
Levitus et al. (2012) 700-2,000 m estimate, which was provided
together with the Ishii et al. (2017) estimate by Cheng et al. (2019a);
both curves were added to the 2,000 m-to-bottom estimate by CEA
to allow a comparison

warming. Nearly half of the deep-layer warming hap-
pens in layers below 2,000m (Figure 10). While CTRL
roughly matches the warming below 700 m after 1980, the
comparison to GECCO3, which does not show deep-layer
warming, suggests that the warming is possible only
because of exaggerated warming of the layers above. The
full-depth warming trend of GECCO3 roughly matches
CEA until the year 2000, although it does not show the
lower values of CEA during the 1980s, which are also
unusually low relative to those of the combination of
Domingues et al. (2008) plus Levitus et al. (2012) or Ishii
et al. (2017). GECCO3Sé6m fits the independent estimates
better throughout the entire period.

After 2000, GECCO3's curve flattens while in CEA
warming accelerates. GECCO3's warming increases after
2010 where it now shows larger warming rates than CEA.
A larger increase in those later years is in agreement
with the ocean heat content deduced from the difference
between altimeter and GRACE mass changes presented
by Meyssignac et al. (2019). Deeper layers hardly pick up
any heat in GECCO3 (except for the period after 2005).
The comparison with GECCO3S6m shows that the esti-
mates of the lower layers are very uncertain. The inter-
comparison of heat content changes from 19 different
ocean reanalyses by Palmer et al. (2017) demonstrate a
decline in agreement as the depth range moves to lower
levels, with virtually no agreement below 700 m. Below
2,000 m, GECCO3S6m shows larger warming than CEA,
whereas the range 700-2,000 m still does not account for
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a sizeable amount of heating. The change over the total
depth is larger in GECCO3S6m than GECCO3 by the deep
ocean heating, which is happening mostly in the South-
ern Ocean, originating there particularly from the Drake
Passage and the region south of the Campbell Plateau
(south of New Zealand). It spreads from those places into
the western parts of the Atlantic and the Pacific Oceans,
respectively, similarly to those patterns shown by Purkey
and Johnson (2010) for the abyssal warming below 4,000 m
from the 1990s to the 2000s. The signature of the differ-
ences in deep warming is in agreement with the obser-
vation of Meehl et al. (2013) that greater increases of the
deep ocean heat content during the hiatus periods can
have a contribution from the Antarctic Bottom Water for-
mation. Altogether these findings deem GECCO3S6m to
represent ocean heat content changes more realistically
than GECCO3. Although the lack of warming of GECCO3
in the layers below 2,000 m is more consistent with the
small cooling trend reported by Llovel et al. (2014) for these
layers, their estimate has an error of nearly three times the
signal.

In terms of regional patterns of heat content change
recently presented as anomalies for the upper 2,000 m
in 2018 relative to the period 1981-2010 (Cheng et al.,
2019b), GECCO3 shows quite similar patterns (Figure 11).
Although the shape and extent of individual patterns of
positive and negative anomalies may differ between the
two products, the correspondence between the patterns
can be established almost everywhere. A notable differ-
ence is the strong warming of the Eurasian Basin of the
Arctic Ocean that Cheng et al. (2019b) only indicate as
a weak signal. The warming is known as the Atlantifica-
tion, which consists of an increase of the heat transport
into the Barents Sea caused by an increase in advection
and temperature of Atlantic water (Arthun et al., 2012).
The associated increase in temperature gradient across the
Polar Front (Barton et al., 2018) is an important constraint
for sea ice formation (Polyakov et al., 2017). This strong
warming signature is also visible in the 0-700 m heat con-
tent for 2017 shown by Johnson et al. (2018) relative to
the 1993-2017 baseline and which shows overall similar
patterns to the 0-2,000 m estimate of 2018 in Figure 11.

Regarding the climate change hiatus, the implications
of the different warming rates after 2000 for GECCO3 and
CEA are also quite different. While the accelerated warm-
ing of CEA supports the idea that the cooling of the atmo-
sphere during the hiatus is caused by an enhanced heat
uptake, a slowdown of the heating observed in GECCO3 is
more in line with the attribution to changes in the external
forcing (Kopp and Lean, 2011; Santer et al, 2014). For
a closer inspection of the heating rates, Figure 12 shows
the intercomparison of global heat flux changes. All prod-
ucts show a sharp increase in heat uptake around 1998,
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FIGURE 11 Annual mean heat content changes over

0-2,000 m for the year 2018 relative to the 1981-2010 average as
shown by Cheng et al. (2019b). Units are 10°J-m~2

when the warming hiatus starts. However, in the follow-
ing years, the syntheses develop differently from CTRL and
CEA by showing a declining uptake until 2008. For the last
20 years, CTRL shows an interdecadal variability similar
to CEA while previously variability matches those of the
syntheses, suggesting that, before the advent of Argo, the
amount of data is not sufficient to substantially change the
syntheses' heat uptake. The two syntheses differ by a mul-
tidecadal mode only: lower values of GECCOS6m before
1980 and higher values thereafter. The increase in heat
uptake of the syntheses after 2014 are more in line with the
increase in solar irradiance by a reduction in global mean
reflected short-wave (Loeb et al., 2012) than more constant
values of CEA and CTRL. For completeness, we also show
the global freshwater balance in Figure 12, demonstrating
that the syntheses have a smaller loss of freshwater than
CTRL. This loss decreases with time but shows for the syn-
theses a reversal of the trend at the beginning of the 2000s
with the advent of the Argo data.

7.2 | Meridional heat and freshwater
transports

An intercomparison of meridional heat and freshwater
transports from 10 different ocean reanalyses was recently
presented for the North Atlantic by Jackson et al. (2019)
as part of a detailed analysis of the North Atlantic circu-
lation. They found a relatively good agreement among the
ocean reanalyses as well as with the observational esti-
mates, except for a general underestimation around 26°N
and except for one product which has larger values. We
follow their notation and include the contribution from
the GM tracer advection, mimicking the eddy heat flux,
into the estimates presented for the Atlantic, Indo-Pacific
and the global oceans in Figure 13. GECCO?2, for which
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The comparison of the heat transports in the Atlantic
reveals a very good agreement with the independent esti-
mates except for an underestimation of the transports
between 5°S and 26°N, where GECCO3 underestimates
the independent estimates similarly to that previously
reported about other products. A good agreement also
holds for the Indo-Pacific, although the southward trans-
ports are overestimated in the Southern Hemisphere. Both
deficiencies in the Atlantic and Pacific remain within error
bars. By contrast, the global ocean transports reveal signif-
icant deficiencies in tropical regions south of the Equator
despite very large error bars there.

Atlantic freshwater transports analyzed by Jackson
et al. (2019) show the largest spread in the region of the
Gulf Stream, which is mostly caused by larger southward
transports of the eddy-permitting reanalyses. GECCO2
stands out as the only reanalysis that shows no north-
ward freshwater transport in the north equatorial region.
In this region, the transport is substantially altered in

GECCO3 (Figure 14), which now shows a weak northward
transport that still does not reach the observational esti-
mate by Talley (2008). The southward transport further
north to 30°N is also still too low. In this region, the total
transport is a relatively small residual of the competing
southward overturning and northward gyre components
(Kohl, 2015), which makes the attribution of this defi-
ciency difficult. In comparison to GECCO2, Indo-Pacific
transports increase in amplitude in GECCO3 except for
smaller values in the southward transport in the north-
ern subtropical region. Globally the GECCO3 transports
match very well the observational estimates, except for the
35°N value, which seems to be too low in the observations
since the combination of the Atlantic and Indo-Pacific val-
ues of Wijffels et al. (2001) at 36°N and 35°N yield only
-0.5Sv. Estimates from the two GECCO3 syntheses are
almost identical for heat as well as freshwater transports,
suggesting that the mean state is quite robust regarding
convergence problems.
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7.3 | RAPID transports

Estimates of interdecadal variability of the Atlantic Merid-
ional Overturning (AMOC) as the key indicator for the
strength of the thermohaline circulation are very uncer-
tain and due to the lack of observations difficult to verify.
Over the long time-scale of the last 60 years, only the
five direct estimates by Bryden et al. (2005) plus the
continuous time series by the RAPID-MOCHA-WBTS
(RAPID-Meridional Overturning Circulation and Heat-
flux Array-Western Boundary array; Smeed et al., 2015;
RAPID in the following) exist to validate estimates from
ocean syntheses. The intercomparisons of different ocean
reanalyses provided by Munoz et al. (2011) and Karspeck
et al. (2017) find little consistency of the variability among
the different products, in contrast to a better agreement
among diversely configured simulations which were
forced with a common atmospheric forcing. This suggests

that the available data are insufficient to constrain the
AMOC and the information entering through the assimi-
lation creates diversity rather than providing convergence.
Although agreement is a necessary condition for a small
error, it is likely that the spread of a set of unconstrained,
identically forced models underestimates the uncertainty.
Under this assumption, one would expect increasing
spread when data are added and a decreasing spread
only once the solution is sufficiently constrained by data.
However, the difficulty to extract information on the
AMOC variability from even the RAPID in situ data was
demonstrated by Stepanov et al. (2012), K&6hl (2015) and
Baehr (2010), although in the latter configuration forcing
changes were quite inefficient, such that changes were
mostly caused by the initial conditions, which mostly
affected the mean. More recently, a set of reanalyses
largely different from those analyzed by Karspeck et al.
(2017) was intercompared over the period 1993-2017 by
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Jackson et al. (2019) and revealed a good agreement for
the period after 2000 and a larger divergence for the period
before. This suggests a positive effect of the high data den-
sity during the Argo period, although this effect was not
seen by Karspeck et al. (2017).

Nevertheless, as a key circulation characteristic, the
AMOC at the location of the RAPID array at 26.5°N is
shown in Figure 15 over the complete 71 years. At 26.5°N,
the time series is close to that of the maximum AMOC.
Spin-up effects are visible in all runs during the first
10years. GECCO2 showed a clear strengthening of the
AMOC particularly due to the regime shift at the begin-
ning of the 1980s, after which the amplitude and the vari-
ability increased. In GECCO3, the shift is still visible but
the strengthening from the period 1960-1980 to 1980-2018
amounts to only 1Sv. The variability and the mean val-
ues are now lower and also lower than RAPID. The larger
AMOC and Florida Strait transports in GECCO2 were a
special feature of the short 5-year-long windows used by
GECCO2 not seen in other syntheses such as ECCO-v4
(Wunsch and Heimbach, 2013b) or GECCO (Ko6hl and
Stammer, 2008) which use longer windows. Differences
between GECCO3 and CTRL are mostly on interdecadal
time-scales. Differences between the two GECCO3 synthe-
ses are characterized by a trend that removes the strength-
ening almost completely. Both GECCO3 syntheses are
characterized by a maximum in AMOC during the 1980s.
A closer look at the agreement with the RAPID time series
demonstrates a high correlation (r = 0.85), which is much
lower in GECCO2 because the extension years 2012-2017
did not converge well and produced a large, positive trend.

On the interannual to decadal time-scales, the vari-
ability of the GECCO3 Florida Strait Transports (FST;
Figurel5c) matches RAPID fairly well while on subannual
to interannual time-scales there is not correspondence.
The minimum in 2014 is only about half the amplitude of
RAPID and the mean transport, as explained in Section
2, is reduced to about 22 Sv due to the topographic con-
straint. GECCO2, in comparison, has a much larger and
non-matching variability (not shown because variability
exceeds the plot). Similar to the AMOC, the contribu-
tion from the upper-mid-ocean transports (Figurel5d)
matches well except for a lag of little more than half a
year which is seen for the two minima in 2009 and 2012.
Due to the smaller FST, the mid-ocean transport is also
reduced in GECCO3, while GECCO?2 has larger values for
both transports.

8 | CONCLUSIONS

The main purpose of the paper is to describe the con-
figuration of the new version of the GECCO synthesis

(GECCO3), to evaluate the success of the assimilation
procedure with the assimilated data, and to demonstrate
the impact on some key variables of interest by the assess-
ment with independent estimates. Since one of the goals of
the synthesis is its future use to initialize coupled climate
predictions, the model was configured to be compatible
with the grid and bathymetry of the high-resolution ocean
component of the MPI-ESM. At a nominal resolution of
0.4°, GECCO3 is the first global eddy-permitting synthesis
that employs the adjoint method to fit the model to a large
variety of data over a multidecadal period, now covering
1948-2018.

GECCO3 now features the estimation of various mix-
ing parameters, which reveal substantial changes and,
differently from the MPI-ESM configuration, cause eddy
fluxes parametrized by the GM parametrization to be an
important part of the dynamics. The patterns of the result-
ing mixing coefficient remain consistent with the early
estimate by Liu et al. (2012), which was based on a coarser
model and a shorter assimilation period.

A major challenge of using the adjoint method with
very long assimilation windows is the large control vec-
tor space and the associated slow convergence. In addition
to this, the instability of the solution with respect to small
freshwater flux perturbations was noticed to lead to pre-
mature stalling of the optimization progress and inferior
solutions. The addition of relaxation boundary conditions
resolves the instability problem and ensures that the ini-
tial estimate is at least as good as the control run. To
test the sensitivity of the solution with respect to the
relaxation time-scale, two versions of the synthesis were
produced. GECCO3 uses a two-month and GECCO3S6m
a six-month relaxation time-scale. Both syntheses reach
almost identical levels of agreement with the data and
are therefore considered as equal approximations to the
optimal estimate. GECCO3S6m has a lower damping of
the salinity variability but a larger RMS error relative to the
climatological SSS than GECCO3. As part of an evaluation
of the SSS product from the European Space Agency Sea
Surface Salinity Climate Change Initiative (Boutin et al.,
2019), the SSS product was assimilated as part of shorter
syntheses over the period 2011-2018 which were started
from GECCO3 and GECCO3S6m, respectively. The initial
SSS cost functions revealed a 10% lower weighted RMS
error for GECCO3S6m, suggesting its better representation
of the SSS variability during at least the data-rich Argo
period.

Overall, the fit to the data is better than for the previous
GECCO?2 synthesis, partly related to the larger amount of
Argo data. Despite the additional adjustment of the mixing
parameters, patterns of biases remain similar to those of
GECCO?2 but a reduction is observed in regions of large
mixing adjustments.
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Estimating the Earth's energy imbalance is a challeng-
ing problem. This difficulty is reflected by the uncertainty
of the estimate below 2,000 m related to perturbing the
state of the optimization at iteration 10. Although the total
changes of GECCO3S6ém fit into the range of other esti-
mates, unlike other products, little heat is taken up by the
layers between 700 and 2,000 m. After around year 2000,
GECCO3 shows lower total changes than GECCO3S6m
and almost no heating below 2,000 m, which is only sup-
ported by the very uncertain estimates of Llovel et al.
(2014). In contrast GECCO3Sém's patterns of heating
below 2,000 m for the last years agree with recent obser-
vations (Purkey and Johnson, 2010) and a warming hiatus
(Meehl et al., 2013). The differences between GECCO3 and
GECCO3S6m suggest that the available heat content infor-
mation from the data does not sufficiently constrain the
changes. However, perturbing the freshwater flux has very
little impact on the mean meridional heat and freshwater
transport estimates or variability on interannual or shorter
time-scales.

The small advantages of GECCO3S6m over GECCO3,
shown for SSS and ocean heat content, lead to the
weak recommendation to use GECCO3S6m, particularly
because the lower damping of GECCO3Sém is closer to
real ocean physics.

The obvious way to the future is to aim for
eddy-resolving syntheses. While for sequential assim-
ilation methods operational global products at 1/12°
resolution exist (Cummings, 2005; Lellouche et al., 2018),
they so far cover only little more than a decade. Although
the feasibility of employing the adjoint method for real-
istic eddy-permitting syntheses over time-scales beyond
the predictability limit was demonstrated early by Kohl
and Willebrand (2002), global, eddy-resolving syntheses
over multidecadal time-scales are still far out of reach.
Products closest to that goal are for instance the two-year
synthesis for the Southern Ocean at 1/6° presented by
Mazloff et al. (2010) and regional eddy-resolving versions
at 1/10° to 1/16° (Gopalakrishnan et al., 2013; Zaba et al.,
2018), which however cover only the relatively small
domains of the Gulf of Mexico/California Current and
have assimilation windows of only a few months. The
problem of convergence over long time-windows and the
large elapsed time to perform the synthesis prevents fast
progress.
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