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Abstract Global measurements of incision rate typically show a negative scaling with the timescale over
which they were averaged, a phenomenon referred to as the “Sadler effect.” This time dependency is
thought to result from hiatus periods between incision phases, which leads to a power law scaling of incision
rate with timescale. Alternatively, the “Sadler effect” has been argued to be a consequence of the
mobility of the modern river bed, where the timescale dependency of incision rates arises from a bias due to
the choice of the reference system. In this case, incision rates should be independent of the timescale,
provided that the correct reference system is chosen. It is unclear which model best explains the “Sadler
effect,” and, if a timescale dependency exists, which mathematical formulation can be used to describe it.
Here, we present a compilation of 581 bedrock incision rates from 34 studies, averaged over timescales
ranging from single floods to millions of years. We constrain the functional relationship between incision
rate and timescale and show that time‐independent incision rate is inconsistent with the global data. Using a
power law dependence, a single constant power is inconsistent with the distribution of observed
exponents. Therefore, the scaling exponent is site dependent. Consequently, incision rates measured over
contrasting timescales cannot be meaningfully compared between different field sites without properly
considering the “Sadler effect.”We explore the controls on the variable exponents and propose an empirical
equation to correct observed incision rates for their timescale dependency.

Plain Language Summary The rate at which rivers cut into their own bed (incision) typically
decreases with the age of past river surfaces used to infer it. This phenomenon, previously described for
numerous geological processes, has been traditionally attributed to be a result of an unsteady incision
process over the time of investigation. Alternatively, it has been argued that it is a consequence of a
measurement bias that can occur when the modern river bed is used as a reference point. To test which of
these contrasting hypotheses is valid, we designed specific tests for the competing models, yielding
statistical criteria that can be used against actual data. We compiled data on river incision from 34 papers
and compared them to the tests. A bias due to the choice of the modern river bed as reference point
cannot explain the observations. Instead, we find a site‐specific dependence of incision on timescale. Thus,
when comparing incision rates measured at different sites, time dependency needs to be corrected for.
Using the field data, we offer a simple empirical equation that can be utilized for such a correction.

1. Introduction

Fluvial incision into bedrock can occur rapidly, with meters of incision during a single flood event, but more
commonly it is a slow process that unfolds over geological timescales of thousands and millions of years.
Incision rate is a key process governing mountain denudation, channel geometry and hillslope‐channel
coupling (e.g., Whipple, 2004). Constraining incision rates in bedrock rivers is of primary interest in fluvial
geomorphology, as the tectonic and climatic signatures of a specific location in a specific time period can be
assessed. Process‐based models, such as the stream power model for erosion, have been used to infer signals
of rock uplift (e.g., DiBiase et al., 2010; Wobus et al., 2006), climate (e.g., Ferrier et al., 2013), and lithology
(Duvall et al., 2004). For these purposes, field data are required that often include measurements of fluvial
incision rates. When comparing different field settings, incision rates that integrate over different timescales
are frequently placed in the same space to constrain regional climatic and uplift histories, or to study controls
on channel morphology and dynamics (e.g., Harel et al., 2016). However, like other process rates such as
subsidence, uplift, and sediment accumulation, channel incision rates are dependent on the timescale of
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the measurement (Finnegan et al., 2014; Gallen et al., 2015; Gardner et al., 1987; Mills, 2000). This phenom-
enon is generally referred to as the “Sadler effect” (Sadler, 1981). Sadler (1981) showed that a substantial
fraction in the variance of sediment accumulation rates in stratigraphic columns over ~11 magnitudes is
due to a correlation with timescale.

Numerous methods are available for constraining fluvial incision rates. Calculations over short timescales
(days, weeks, months and years; e.g., Hartshorn et al., 2002; Turowski et al., 2008) can be achieved using
different methods and techniques, repeated topographic surveys or comparison to natural or artificial
benchmarks (Turowski & Cook, 2017). However, for the purposes of interpreting longer‐term climatic
and tectonic signals from incision rates, a suit of radiogenic isotopes are used to date markers which record
past river bed locations. Suchmarkers include strath terraces (e.g., Burbank et al., 1996; Harkins et al., 2007),
incised lava plateaus (e.g., Dethier, 2001; Gani et al., 2007), caves (e.g., G. M. Stock et al., 2005) and alluvial
fill above strath terraces (e.g., Pazzaglia & Brandon, 2001). The elevation difference between the marker
and the current streambed is then divided by the marker age to yield an estimate of the average
incision rate.

In this paper, we address the question of the time dependence in fluvial bedrock incision. We compiled a
data set of 581 measurements of bedrock incision rates in fluvial environments. We utilize this data set to
achieve the following objectives: (1) to test whether previously published incision rate data are time depen-
dent or free from time dependence and (2) to establish an empirical relation between incision and timescale
for practical usage, in the case that rates are dependent on timescale. We start by reviewing the “Sadler
effect” and the different mechanisms that were proposed to explain it.

1.1. The “Sadler Effect”: Theory and Mechanisms

Barrell (1917) asserted that discontinuities in sediment columns exist in all eras, but are more frequent in old
sequences. According to him, “the lost intervals” increase “with more distant eras”. Sadler (1981) presented
a comprehensive compilation of sediment accumulation rates and thoroughly discussed the possible
mechanisms to explain their observed time dependence. The term “Sadler effect” is attributed to this work.
Many other rate processes, nonetheless, have shown to be dependent on the time period over which they are
averaged (e.g., Gardner et al., 1987). In essence, the “Sadler effect”means a scaling of a physical length Z, for
example an erosion or incision depth, with the timescale of the measurement T, described by the following
power law

Z ¼ aTγ (1)

where a and γ are constants. The rate of change in length, I is achieved by dividing Z by T

I ¼ Z
T
¼ aTγ − 1 (2)

The dependency of rate processes on timescale has been traditionally modeled by treating it as a nonsteady
process that incorporates multiple periods of hiatus of different time lengths, during which the process is
delayed (Sadler, 1981; Sadler et al., 1999; Schumer & Jerolmack, 2009). For a steady process over time,
γ = 1 and the rate I is independent of timescale. However, values of 0 < γ < 1 are commonly observed when
fitting Equation 2 to field data (e.g., Pelletier, 2007; Pelletier & Turcotte, 1997), which indicates a decrease in
process rate for larger timescales.

Using field data to constrain the relationship between the process rate and timescale, Gardner et al. (1987)
found the scaling exponent γ = 0.82 for landscape denudation data, whereas Mills (2000) found γ = 0.39 for
bedrock incision rates. Ganti et al. (2016) found γ values that range 0.29 to 0.89 for glaciated landscapes and
posed the question whether this is caused by hiatus periods in erosion or whether erosion rates increased
over time toward the present. Finnegan et al. (2014) explicitly assessed the existence of timescale‐dependent
incision rate in bedrock channels, using data from 14 different sites, and found that the relation between γ
and timescale is independent of tectonic activity, which was defined as a region that experiences tectonically
driven uplift. In their compilation, γ varied between 0.5 and 1.5 for different sites, with a value of 0.8 for the
entire data set.
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The observed scaling between incision rate and timescale that occurs due to the “Sadler effect” potentially
masks real trends of incision rate over time. For example, it may be consequential to an extended ongoing
debate that has examined the premise that climate and erosion rates are coupled in a complex, arguably
bidirectional way. Whether the late Cenozoic uplift is an effect of cooling climate or vice versa (Molnar &
England, 1990), it has been suggested that despite the reasoning that climate shifted to cooler temperatures,
weathering rate, denudation and erosion have essentially been constant over the Cenozoic (Willenbring &
Jerolmack, 2016; Willenbring & Von Blanckenburg, 2010). Seemingly, this is inconsistent with the wide
range of processes that exhibit increasing rates toward the present (e.g., Finnegan et al., 2014; Ganti
et al., 2016; Sadler et al., 1999), andmay imply a different mechanism. However, if the scaling of the rate with
timescale is apparent, as the “Sadler effect” signifies, then it is crucial to unravel its mechanism in order to
make progress toward differentiation of real from apparent rates.

Most existing theoretical models predict a power law scaling of sediment accumulation rate with timescale.
Plotnick (1986) introduced a fractal model, according to which a hiatus gap G is introduced in the middle of

an accumulated sediment column. The parameterG ¼ TH

Ttot
describes the hiatus period (TH) as a fraction of the

total timescale considered (Ttot). For example, consider a sediment column of 1,000m thatwas deposited over
a period of Ttot=100 kyr. The average deposition rate is 1m/1,000 yr. IfG is 1/2, there is a hiatus of one half of
the total deposit period (TH = GTtot=50 kyr) in the middle of the sediment column, creating two 500 m sedi-
ment columns with a total deposit time of 25 kyr and an average deposition rate of 40 m/1,000 yr each. Each
pile is then subdivided again, into two 250m piles, with a hiatus of 25 kyr. As this process is continued, it pro-
duces a negative power law dependence of accumulation rate on timescale, such as Equation 2, where the
power is given in terms of G by

γ ¼ −
log 1 − Gð Þ

log
1 − Gð Þ
2

� �Þ (3)

An outcome of this model is that the power γ may bear information about the hiatus in sedimentation in a
specific study site, because G can be retrieved numerically if γ is known. A one‐dimensional Brownian
motion‐based model of stratigraphic columns (Sadler & Strauss, 1990; Strauss & Sadler, 1989) was also used
to explain the Sadler effect. This model predicts

Z ∝ T0:5 (4)

Pelletier and Turcotte (1997) introduced an extended version of a random walk model with sediment mobi-
lization described by a diffusion equation. Their model predicts

Z ∝ T0:25 (5)

Schumer and Jerolmack (2009) exploited a Continuous Time Random Walk (CTRW) that describes sedi-
ment accumulation as a stochastic process. The CTRW is a discrete random walk process that equates
the surface location to the sum of all discrete accumulation events (“jumps”), which are considered instan-
taneous and constant in the model. Between these jumps, there are time durations where sediment accu-
mulation does not exist (“waiting times” or “hiatus”). The hiatus are drawn from a probability density
function χ (t). Schumer and Jerolmack (2009) explored the dependency of Z on T through different χ (t)
characteristics using the solution to a CTRW (Metzler & Klafter, 2000). They considered two distinct cases,
each describing the nature of the hiatus probability function's right‐hand tail. In the first case, the tail
decays exponentially to 0 with increasing time, and a well‐defined, finite mean exists. Then, incision rate
I is independent of T

Z
T
¼ I ¼ C

μ
(6)

Here, C is the observed length (corresponds to Z in Equation 1), and μ is the expected waiting time value

μ ¼ ∫
∞
0 tχ tð Þdt. In contrast, the second case uses a Pareto distribution χ(t) = κt−β − 1 with a power law tail,

an infinite mean for β ≤ 1 and a finite mean for β > 1. The scaling of Z with T is nonlinear
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Z ¼ ILT
Γ 1 − γð Þ

Tγ

Γ 1þ γð Þ (7)

where ILT is an instantaneous incision rate and Γ(x) is the gamma function

Γ xð Þ ¼
Z ∞

0
y x − 1e−ydy (8)

Here, y is a dummy variable. The rate is achieved in the same manner as in Equation 2

I ¼ ILT
Γ 1 − γð Þ

Tγ − 1

Γ 1þ γð Þ (9)

Equation 9 results in a power law relationship between process rate and timescale with the dependency
controlled by the power γ (cf. Pelletier & Turcotte, 1997; Sadler & Strauss, 1990). Using Equation 9, sev-
eral statements can be made about the exponent γ. First, the gamma function of Equation 8 diverges for a
value of 0, that is, the term Γ(1 − γ)Γ(1 + γ) diverges when γ is either −1 or 1 (supporting information
Figure S1). Second, for γ > 1, incision rate increases with timescale (Equation 9). Third, for −2 < γ < − 1,
the term Γ(1 − γ)Γ(1 + γ) is negative, and thus, incision rate is negative, which is physically not possible.
Using these arguments, the value of γ is expected to be larger than −1 and smaller than 1 (Figure S1).

An alternative mechanistic explanation for the dependency of incision rates on timescale was proposed by
Gallen et al. (2015). Instead of a hiatus‐induced “Sadler effect,” they argued that time dependency can result
from a systematic bias in the elevation measurement, which arises when using the modern stream bed as a
reference frame for calculations of terrace elevation. This bias is an outcome of the modern channel
mobility, which emerges due to aggradation and degradation fluctuations of the modern channel bed rela-
tive to the long‐term incision rate. In Gallen et al.'s (2015) model, the scaling exponent γ is equal to 1
(cf. Equation 2), provided that any data points related to the modern stream bed are excluded from the
analysis. Since the modern stream bed is explicitly not expected to lie on the linear trend, but provides
the reference frame for the elevation, a constant tA needs to be added, accounting for temporary shifts of
the modern stream bed elevation. Accordingly, a history of terrace formation forced by a constant incision
rate E can be described by a linear relationship between Z and T

Z ¼ ET − tA (10)

If only aggradation is considered, tA should be positive and is the thickness of alluvium above the bedrock;
the minus sign reflects that the bedrock elevation Z needs to be lower than that of alluvium. Hereafter,
Gallen et al.'s (2015) and Schumer and Jerolmack's (2009) models will be referred to as the “linear” and
the “variable exponent power law” models, respectively, whereas Equations 4 and 5 will be referred to as
the “constant exponent power law” models (Pelletier & Turcotte, 1997; Sadler & Strauss, 1990; Strauss &
Sadler, 1989).

When applied to data from a single site, several of the proposed models (Table 1) yield similar fit qualities,
making it hard to differentiate (Figure 1). Thus, to test the models (Table 1), we utilized an artificial data
analysis (ADA) approach, concurrently using on data frommultiple sites. We pose the following three ques-
tions: (i) Can the data be explained with the linear model by Gallen et al. (2015) (Equation 10)? If a nonlinear
model is required, (ii) can a single exponent γ explain the data from all the different sites (Pelletier &
Turcotte, 1997; Sadler & Strauss, 1990; Strauss & Sadler, 1989)? And (iii) alternatively, if γ is variable for
different sites (Schumer & Jerolmack, 2009), what site‐specific parameters control it?

2. Methods
2.1. Fluvial Bedrock Incision Data Collection

We compiled direct measurements of fluvial incision rates (Table 2), ignoring studies that report data
obtained frommethods that integrate over different process domains (e.g., catchment‐wide denudation rates
by cosmogenic nuclide dating). The reported incision rates were based on a variety of methods, and can be
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broadly classed into (1) survey methods, measuring bed surface elevation with respect to a fixed marker at
different times using, for example, terrestrial laser scanning, or (2) dating methods, obtaining dates from
geological or geomorphic markers such as strath terraces (cf. Turowski & Cook, 2017). In the latter case,
incision rates were calculated either with respect to a modern marker surface (e.g., the modern river bed)
or relative to another dated marker. Using the information given in the papers, we extracted measured
incision rates and auxiliary information on location, climate, lithology, tectonic setting, and local fluvial
geomorphology (slope, width, drainage area, grain size, characteristic discharge values). The quality and
breadth of information given in the papers was highly variable, and mostly only a small subset of the
values of interest could be obtained.

For several studies, a number of data points were measured at the same location. For example, surveys with
profile gauges include spatially distributed data (e.g., Hartshorn et al., 2002). Likewise, some studies include
several measurement periods for the same location (e.g., Cook et al., 2013). In these cases, we included all of
the individual data points into the compilation.
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Figure 1. An example of a field‐derived data set (Reusser et al., 2004) from the Potomac River. To construct the figure,
we calculated the difference between each of the terraces' elevation and age and the lowest terrace, to avoid using the
current river bed (Gallen et al., 2015). Curves of power law (Equation 1) and linear (Equation 10) models and their
associated R2 are shown for comparison. The results suggest that the R2, which is similar among the models, cannot be
used as a sole indicator to assess which model best explains the data.

Table 1
Previously Published Models Explaining the “Sadler Effect”

Mechanism Equation number Equation Scaling exponent (γ; Equation 1) Reference

1 Hiatus in incision (3) Z ∝ Tγ
−

log 1 − Gð Þ
log

1 − Gð Þ
2

� �Þ Plotnick (1986)

2 Hiatus in incision (4) Z ∝ T 0.5 0.5 Strauss and Sadler (1989); Sadler
and Strauss (1990)

3 Hiatus in incision (5) Z ∝ T 0.25 0.25 Pelletier and Turcotte (1997)
4 Hiatus in incision (6)

Z ¼ C
μ
T

1 Schumer and Jerolmack (2009)

5 Hiatus in incision (7)
Z ¼ ILT

Γ 1 − γð Þ
Tγ

Γ 1þ γð Þ
variable Schumer and Jerolmack (2009)

6 River bed mobility (10) Z = ET − tA 1 Gallen et al. (2015)
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To empirically explore the data, we used all compiled data sets from 34 papers. However, for the purpose of
validity assessment of models, we used a data set only if it met the following two conditions: (1) The data set
contains at least three different data points, and (2) the timescale is not a single value. Using these criteria,
we were left with 26 out of 34 usable data sets (hereafter referred to as the “model data sets”).

2.2. Evaluating Parameters in the Nonlinear Equations

For each data set, we fitted a power law relation according to Equation 1, using a nonlinear least squares
regression. We calculated a and γ (see Equation 1) and computed the coefficient of determination R2

between each of the data sets and its fitted model. To test the predictive power of the constant exponent
power law models, Equations 4 and 5, we fixed the power to 0.5 and 0.25, respectively (Table 1), regressed
over the data to determine the prefactor, and recorded the best fit coefficients and R2. We use the latter to
assess model applicability to the different fitted data sets against the empirical relationship with free power
γ (Equation 1).

To test whether the linear and the variable exponent power law models, Equations 10 and 7, respectively
(Table 1), better describe the data, we designed a test that mimics the development of strath terraces using
the assumptions made for the models. In order for the test to be suitable with the field data sets, we recom-
puted data γ values using the following Monte Carlo approach. Goodness of fit of a regression is dependent
on the number of data points. As a result, the regressions on data sets containing different numbers of data
points cannot be meaningfully compared. To address this issue, for each data set we randomly selected four
data points out of the whole set, and regressed over it using a power law. We selected this number of data
points because it is the number of timescales from the data sets with least timescales that is still usable.
We repeated the process 5,000 times, generated a distribution of powers, and computed the mean and
median of all trials. As a result, we were left with 26 averaged powers (“four‐terrace analysis”), which we
used in the test described in section 2.3.

We determined whether each of the models yield a positive or a negative outcome to the model data sets
using p‐values derived from a Kolmogorov‐Smirnov (KS) test, calculated between the model data sets and
an artificial data set that incorporates terrace elevation noise (see section 2.3). A KS test examines the
maximum vertical difference between an empirical distribution and a reference distribution. Our null
hypothesis is the assumption that the distribution of averaged powers from the four‐terrace analysis is equal
to the distribution of artificial data—derived either for a linear or nonlinear process. For each KS test
throughout this study we calculated an associated p‐value, which gives the significance level at which the
null hypothesis can be rejected. In many cases and depending on the field of study, the null hypothesis is
rejected if the p‐value <0.05.

2.3. Artificial Data Analysis (ADA)

We exploited ADA to evaluate the nature of the relationship between incision rate and timescale.
Specifically, our ambition was to develop a statistical criterion for distinguishing whether or not the incision
rates from the field data are dependent on timescale (Equation 7 vs. Equation 10). We applied the ADA with
two key objectives: (a) to derive statistical confidence limits to establish a criterion to either accept or reject
the linear model (Gallen et al., 2015) and (b) to test whether a single specific power law exponent is consis-
tent with the field data. In this test, the absence of a clear solution indicates that the exponent is variable
rather than constant (Schumer & Jerolmack, 2009). Below, we first describe the ADA approach for
(a), before generalizing it to address (b).

We used the 26 powers, generated in the four‐terrace analysis, to compare against 26 model powers, com-
puted using ADA‐derived elevation‐timescale profiles (Figure 2). The derivation of the latter is described
as follows. Consider a Ttot (kyr) history of a river bed subjected to a constant incision rate E [mm yr−1].
During this period, Nst strath terraces are formed along a timeline with spacing of Ttot/Nst. The terraces
are then assigned an elevation Z using the constant incision rate multiplied by the time that has passed until
the terrace has formed. This is the underlying process that mimics an initially linear profile according to
Equation 10 with an intercept tA = 0 and a slope of E. A few further steps were taken in order to make
the ADA comparable to the field data, which are described below.
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1. To be consistent with the field data powers (four‐terrace analysis), we generated a sequence of Nst = 4
using a constant incision rate E = 1 and a total time span Ttot = 100, which resulted in terrace time

spacing of
Ttot

Nst
¼ 25 (kyr).

2. To assess the variability of the modeled γ power, we then vertically translated each of the four terraces
using a Gaussian Noise Function (GNF), that is, a normal distribution with a mean of 0 and a standard
deviation equals to ϕZ, where ϕ is the error percentage, which was varied between 0 to 0.5 in the
simulations.

3. We introduced a reference frame bias and shifted the whole profile accordingly. This process was pro-
duced simultaneously using two distinct distribution functions, each of which corresponds to a different
mechanism:

i. A normal distribution with a mean of 0 and a varying standard deviation STDnorm, (iterated 0 to
100 m). This allowed us to simulate a climatic cycle with delayed and accelerated incision phases,
relative to a mean incision rate, according to Gallen et al. (2015).

ii. An exponential distribution with varyingmean μexp (iterated 0 to 100 m). This distribution yields only
positive values and was intended to simulate a reference frame bias solely due to bed aggradation by
sediments.

4. For each pair of ϕ and either STDnorm, or μexp (hereafter referred to as “parameter pairs”), a power law
regression was applied and best fit parameters and the associated R2 were recorded.

5. A KS test was utilized to test the 26 ADA‐derived against the 26 field data‐derived powers, and an asso-
ciated p‐value was computed.

6. The whole process (1–5) was repeated 1,000 times, resulting in 26 × 1,000 = 26,000 parameters (constant,
power and R2) and 1,000 p‐values for each of the parameter pairs.

7. We calculated a mean of all powers, R2 and p‐values for each of the parameter pairs. To assess the extent
in which the ADA produces powers that are consistent with the “Sadler effect,” we also computed the
fraction of powers <1.
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Figure 2. An example of the applied process in the linear artificial data analysis (ADA). First, four terraces were
generated and were equally spaced in time, using a total time span of 100 kyr (black circles). Second, the terraces
were randomly disturbed (blue circles) using a Gaussian noise function with a varying standard deviation error ϕ,
which is set to 0.2 in this example. Third, an elevation bias was introduced by shifting the reference frame (rf; green
diamonds), 20 m in this example. Finally, to each of the plotted group terraces, a power law regression was fitted, and the
best fit exponents are shown in the figure. Prior to the disturbance, the exponent is 1 (black line). After the
disturbance, there is a dependence on the timescale (exponent of 0.55; blue line), whereas the reference frame shift
introduced a time dependency, resembled by an exponent of 0.76 (green line).
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We extended the approach described above to address aim (b) by replacing the linear relationship between
terrace age and elevation with a nonlinear relationship, thus modeling an incision rate dependent on time-
scale using the ADA. Again, we simulated an incision history with the same Ttot and four terraces were gen-
erated. In contrast to the linear case, for each timescale we used Equation 2 to calculate the incision rate I,
using an iterated exponent γ, which was varied between 0 and 2. Then, we used the calculated I to assign
each terrace with an elevation using the relation Z = IT. Next, we shifted each terrace elevation using the
GNF, based on different ϕ values, and we repeated this processes 1,000 times as in the linear case. In this
analysis we did not shift the reference frame.

In order to make predictions for both the linear and the variable exponent power law models, and to
compare the ADA to field data sets, we used the following constraint. For each of the parameter pair values
during the model runs, we counted how many younger terraces result in a higher elevation position in com-
parison to older terraces. We refer to this configuration as “swapped terraces”. Swapped terraces are deemed
to be unphysical, because an older strath terrace at a lower elevation would need to be eroded to make the
formation of a younger strath terrace at a higher elevation possible. We correlated the total number of
swapped terraces, normalized by the total number of generated terraces, to ϕ (and also STDnorm and μexp
in the case of the linear ADA).

2.4. Statistical‐Empirical Evaluation of the Data Set

Using the whole global data set (34 data sets; Table 2), our goal was to determine whether we can construct a
relationship between incision rate and timescale (e.g., Equation 2) for practical usage. Naturally, these data
were collected from different regions and encompass a wide range of tectonic histories, climate and lithol-
ogy. Because the timescale over which incision was measured spans numerous orders of magnitude, it can-
not be expected that a single equation can adequately describe incision rate over the range of timescale
variability. In other words, we do not expect that simply regressing incision rate versus timescale would yield
a reliable equation with a high R2. Accordingly, we adopted a statistical‐binning approach. Bins of the inde-
pendent variable were chosen, and the corresponding data of the dependent variable that were within a
specific range, defined by the bin width, were captured and classified to correspond to the bin. There are sev-
eral ways of choosing bin widths. To assess in how far the outcome of this analysis is dependent on the num-
ber of bins chosen and on their spacing, we performed a sensitivity analysis, in which we varied the number
of bins from 4 to 25, and documented the outcome from regressions, as well as the R2. We used log‐spaced
bins, because the alternative, linearly spaced bins, bias the statistics toward high incision rates. The global
data were log‐binned according to the timescale described above and percentiles of incision rate were calcu-
lated for each timescale bin in 5 percentile steps.

After the binning procedure, we sought a relationship between incision, timescale, and percentile. Using
log‐transformed data (Ferguson, 1986; Miller, 1984), we fitted Equation 2 between incision rate and time-
scale to each of the different percentiles and saved the corresponding parameters. Subsequently, we sepa-
rately plotted a and γ− 1 against the percentiles to assess if they can be further fitted with a specific function.

3. Results
3.1. Global Compilation of Fluvial Incision Rates

The global analysis yielded 581 data points from 34 studies measured at 148 sites (Table 2), including some
previous compilations, for example, Dethier (2001). The time over which incision rates are averaged ranges
from several days to more than 20 million years (Figure 3a) with majority of the data between 103 and 107 yr.
Measured incision rates I span 8 orders of magnitude, ranging from 0 to 8.8 × 105 mm yr−1 (Figure 3b),
although the majority of the rates are between 10−2 and 102 mm yr−1. Several of the exceptionally high inci-
sion rates (>1,000 mm yr−1) represent single floods, when a few meters of rock were removed within days or
weeks (e.g., Lamb & Fonstad, 2010). The average, standard deviation (std) and median incision rate values
are 2,180, 3.8 × 104, and 0.34 mm yr−1, respectively. The std value is 17 times larger than the average, which
is ~6,380 times larger than the median, illustrating the large variability of the data (Figure 3b).

3.2. Field Data

In general, measurements over shorter timescales correspond to higher incision rates (Figure 4). However,
for a given timescale, incision rate spans up to 5 orders of magnitude. Computed for 26 different published
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Figure 3. Histograms of the timescale (a) and observed incision rates (b) of the global data compilation (N = 581). Note
the log scale for the horizontal axes.

10-2 10-1 100 101 102 103 104 105 106 107 108

Timescale [yr]

10-2

100

102

104

106

In
ci

si
on

 r
at

e 
[m

m
 y

r-1
]

All data
Median

99th percentile
Average

1 Day 1 Year 1000 Years 1 Million years

Figure 4. Incision rate (raw data, gray circles) versus timescale with vertical black lines are borders of the timescale bins.
The data were classified into 21 bins using evenly log spaced bin widths, according to the time over which incision is
averaged. For each time bin, the corresponding incision data were classified, and several statistics were calculated; see
legend. The statistics were shifted in the horizontal direction toward the log‐average location between each two
neighboring bin borders for regression and appearance.
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data sets, the exponent γ (Equation 1) ranges from −0.05 to 2.44 (Table 2), with an average and a std of 0.62
and 0.56, respectively, a R2 range of 0.03 to 0.99, and an average R2 of 0.53. Using fixed γ values of 0.5 and 0.25
(as in themodels depicted in Table 1), the regressions yield average R2 of 0.42 and 0.33, respectively (Table 2).
3.2.1. Testing the Linear Model Using Artificial Data
To test whether the data sets can be regarded as time independent, that is, terrace elevation scales linearly
with timescale, we utilized the ADA described in section 2.3 (Figure 2). Using a reference frame bias con-
trolled by a normal distribution (Figure 5a), the model predicts that the fraction of powers smaller than 1
ranges between ~40% and slightly above 70%. This range is almost entirely controlled by the standard devia-
tion of the normal distribution shift, STDnorm, rather than the GNF constant of the standard deviation, ϕ
(Figure 5a). Using an exponential distribution to simulate reference frame bias controlled by aggradation
(Figure 5b), the fraction of powers smaller than 1 is dependent on both ϕ, and the mean value used in the
exponential distribution, μexp. The largest amount of powers smaller than 1, 50%, is yielded in the model
using ϕ > 0.3 and μexp > 70 m.

In the linear test, we divided the results between reference frame bias using (i) a normal distribution, and
(ii) an exponential distribution. For (i), the p‐values that were computed using the KS test between the dis-
tributions of ADA and field data exponents span the range of 0 to about 0.5 (Figure 6a) and are dominantly
controlled by STDnorm. For low ϕ values (<0.1), the p‐values increase from 0.01 to about 0.5 when STDnorm

increases, respectively, from 35 to 85 m. The fraction of swapped terraces, which ranges from 0% to slightly
above 20%, increases only with ϕ and is independent of STDnorm (Figure 6b). For ϕ of 0.1, there is a ~1%
chance to obtain a swapped terrace.

For (ii), the p‐values range from 0 to 0.05 and are both dependent on ϕ and μexp (Figure 7a). If the latter is
smaller than 60 m, p‐values increase with ϕ up to 0.05 for ϕ = 0.5. If it is bigger than 60 m, than p‐values
increase toward large ϕ and μexp. The fraction of swapped terraces for the exponential distribution
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Figure 5. Tests of the linear model using the artificial data analysis. (a) A three‐dimensional map depicting the fraction
of powers smaller than 1, using a reference bias that is shifted using a normal distribution. The fraction is sensitive
to the reference bias standard deviation STDnorm and is less sensitive to ϕ. (b) Same as in (a), only for the mean shift
value of an exponential distribution. Note that the fraction of powers smaller than 1 is primarily sensitive to ϕ if μexp
is low. Additionally, the fraction of powers smaller than 1 is never higher than ~60% and a range of 0% to 50% dominates
almost entirely in the parameter pair space.
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reference frame bias exhibit a similar trend as that of the normal distribution shift, and also solely depends
on ϕ, rather than on μexp (Figure 7b).
3.2.2. Testing the Variable Exponent Power Law Model Using Artificial Data
Next, we tested whether the data can be regarded as nonlinear, that is, whether incision rate depends on
timescale. In the ADAwith nonlinear dependence of elevation on timescale, the highest fraction of swapped
terraces, ranging from 0% to 35%, is observed for lower exponents and high ϕ values (Figure 8b). The com-
puted p‐values between the nonlinear ADA and the distribution of the global data sets γ increase from 0 to
0.5, create a valley‐like shape, and are dependent on both ϕ and γ (Figure 8a). The highest p‐values corre-
spond to the median exponent of the global data sets, which is slightly above 0.5 and to ϕ values of above
0.3. For a significant results of p‐value >0.05, and γ of ~0.5, ϕ needs to be 0.1 or higher (Figure 8a), which
corresponds to 2–3% swapped terraces (Figure 8b).

3.3. Controls on γ and Empirical Relation Between Incision Rate, Timescale and Percentile

For several of the bins, there are only a few data points available, especially for the extreme incision rates.
For example, there are two and seven data points in lowest and highest timescale bins, respectively. Using
the evaluated γ values (Table 2) and general information on lithology and climate, we do not observe any
systematic difference in γ with contrasting climatic and lithological classes (Figure 9). The sensitivity analy-
sis shows that the regression parameters and R2 are dependent on the number of chosen bins (Figure S2).
The resulting power and coefficient of Equation 2 can be described with a negative linear (R2 = 0.97) and
an exponential model (R2 = 0.99)—see Figure 10. The predicted incision rate, I(T, P) with units of mm yr−1,
for percentile P (%) in a timescale T (yr) is given by

I T; Pð Þ ¼ 0:6 e0:09PT− 0:3172 þ 0:0036 Pð Þ (11)

The dependency of incision on T is a power function, whereas the dependency on P is exponential
(Figure 10). However, the exponent in the timescale term is linearly dependent on the percentile as well.
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Figure 6. Linear model ADA test against model data sets (N = 26). (a) p‐values, computed using a two‐sided
Kolmogorov‐Smirnov test to the cumulative distributions of the empirical data sets and the distribution of power
law‐derived exponents, generated using the artificial data analysis with a reference frame bias controlled by a normal
distribution. The p‐values are higher than the significance level of 0.05 starting from a shift with STDnorm > 45 m
or for high ϕ values. (b) The fraction of swapped terraces is entirely controlled by ϕ rather than by STDnorm. At ϕ of ~0.05
there is a 1/1,000 probability for a terrace to be swapped, and it increases up to 1/5 with larger ϕ values.
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Using Equation 11, the range of possible percentiles 0 ≤ P% ≤ 100 depicts that γ − 1 lies between −0.32 and
−0.70 (see Table S1 for the regression parameters and R2 values). For the median, incision rate depends on
timescale to a power of −0.51.

4. Discussion
4.1. Completeness and Bias of the Data Set

The collected data cover a broad range of field conditions and settings and should be largely representative
for mountain streams located on the northern hemisphere. Measured incision rates, spanning 10 orders of
magnitudes (Figure 3b), are a result of a variety of different methodologies related to obtaining ages of strath
terraces and estimations of short‐term incision rate. The data span the entire range of climatic regions, from
cold over temperate and subtropical to tropical, with different types of climate forcing (e.g., monsoon cli-
mate, typhoons; Figure 9). Thus, in terms of climate, the data can be regarded as representative for the major
climatic zones. Current information on climate, tectonic regime, location, and geomorphological parameters
may not be representative for the entire time over which incision rates have been calculated, and for the spe-
cific times at which incision occurred.

The collected data are prone to two major biases. (i) A threshold‐induced bias, which arises due to a mini-
mum threshold incision rate that can be meaningfully recognized using a given measurement capability
at a given timescale. For example, the method of Structure fromMotion (SfM) performed using drone images
of a Taiwanese bedrock river, yielded erosion detection uncertainties of up to ~30 cm (Cook, 2017).
Assuming a steady incision rate of 1 mm/yr, in the course of 10 yr one would not be able to observe that ero-
sion occurred, because only 1 cm of the bedrock was removed. In contrast, after 1,000 yr a total of 100 cm has
already been eroded, and can be observed using the SfM with a minimal threshold of 30 cm. As a result, the
minimum threshold incision rate that can be estimated with this particular method is decreasing
with increasing timescale, from ~1.1 × 105 mm/yr over the course of a day to 300 mm/yr over 1 yr to
0.3 mm/yr over 1,000 yr, which would yield a power γ of 0. (ii) a selection bias that arises due to the

0.01

0.02

0.03

0.
04

0.05

0.1

0.
04

0 20 40 60 80 100
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

S
td

 c
on

st
an

t, 

0.02 0.04 0.06 0.08 0.1
 p-value

0.1

1
2

5

10

12

15

17

20

0.1

15

17

0 20 40 60 80 100
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

S
td

 c
on

st
an

t, 

5 10 15 20
% swapped terraces

Exponential distribution average shift value 
exp

 [m]

(a) (b)

Figure 7. Linear model ADA test against model data sets (N = 26). (a) p‐values, computed using a two‐sided
Kolmogorov‐Smirnov test to the cumulative distributions of the empirical data sets and the exponent distribution
generated using the artificial data analysis with a reference frame bias controlled by an exponential distribution. The
p‐values are higher than the significance level of 0.05 only if ϕ is larger than 0.25. (b) The fraction of swapped terraces
shows a fairly similar tendency as in the case for a reference frame shifted using a normal distribution (Figure 6b).
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tendency of researchers to study large impact or extreme events (e.g., Lamb & Fonstad, 2010) (see, for
example, the data for ~10−2 yr in Figure 4). Both of these biases can be expected to be more important on
short than on long timescales, yielding average incision rates larger than the unbiased rate. This means
that the average incision rate for short timescales (days, months, years) (Figure 4) is larger than the actual
unbiased rate. However, these sources of bias decrease with long‐term timescales (>103 yr), because
(1) rare floods may dominate long‐term erosion and are more likely to occur (Kirchner et al., 2001), and
(2) even in the case of an erosion close to 0, the division of a small number in a large timescale would
yield a small incision rate, which is what we expect from the “Sadler effect” (Figure 4). Evidence for these
biases is apparent in our data in the form of the dependence of the power γ on the percentile (Figure 10b).
The power γ in the relationship between incision rate and timescale is steep for low percentiles (γ = 0.62
for P = 5%), but gradually becomes lower with higher percentiles (γ = 0.30 for P = 99%), which may
indicate a systematic decrease in the biases toward high percentiles. For example, if for a given percentile,
the biased average is always higher than the unbiased average, but this effect is systematically lesser for
larger percentiles, then we can expect a decreasing relationship between γ and the percentile. Hence, if
the data were not biased, we could have expected only an increase of the coefficient with the percentile
(Figure 10a). Ultimately, the maximum observed incision rate Imax is not biased, and thus the 100th

percentile of the data can be utilized as a nonbiased estimator, and is given by

Imax ¼ 9177:6T−0:70 (12)

With an associated R2 of 0.94 (see Table S1 for errors on the evaluated parameters).

4.2. Evaluation of the Global Data Sets to Published Models

The fraction of powers smaller than unity is associated with the “Sadler effect,” because the decrease of inci-
sion rate with timescale is only relevant for 0 ≤ γ ≤ 1. If the standard deviation of the reference frame bias is
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Figure 8. Nonlinear model ADA test against model data sets (N = 26). The x axis depicts the exponent of the power law
imposed on the relationship between terrace elevation and timescale (Equation 1). (a) p‐values, computed using a
two‐sided Kolmogorov‐Smirnov test to the cumulative distributions of the empirical data sets and the exponent
distribution generated using the artificial data analysis. Dashed blue line is the median of the field data exponents. The
p‐values are as high as 0.5, but only for large ϕ (>0.3) values, which necessitates a large fraction of swapped terraces
(b). (b) The fraction of swapped terraces is sensitive both to ϕ and to the exponent γ. More terraces are swapped for lower
γ and higher ϕ values.
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>10 m, the linear ADA predicts the “Sadler effect” to dominate over 50% of the trails, when the bias is nor-
mally distributed (Figure 5a). Even for low values, for example, ϕ of 0 and STDnorm of 15 m, the model pre-
dicts that 50% of the resultant powers are smaller than 1. This is not the case for the linear ADA with a
reference frame bias that is controlled by an exponential distribution (Figure 5b). In this case, to predict
at least 50% of the powers that are smaller than 1, STDnorm has to be larger than 40 mwith a ϕ value of about
0.5, or alternatively ϕ value of 0.08 associated with STDnorm of 100 m. At this latter value of ϕ, there is a 0.1%
chance to get a swapped terrace, that is, 1 out of 1,000 strath terraces is located above an older terrace. Even if
it is possible to swap terraces (Schumm & Parker, 1973), it is very unlikely. For example, consider a bedrock
river undercutting its bed and incising vertically downward. At a certain point in time, a strath terrace is
abandoned while the river keeps incising downward. This terrace is the first one, thus the oldest. At a later
stage, the river is filled with large amounts of sediment deposits and begins to grade, elevating its absolute
bed elevation. In order for a younger terrace to be located above the oldest, the bed must be higher than
the first terrace. While this is general plausible, the older terrace can be expected to be destroyed by fluvial
processes. In addition, no swapped terraces were observed in any of our data sets. We hence rule out the pos-
sibility of a younger terrace to be located above an older terrace.

For a ϕ value that is associated with ~0 terrace swapped (ϕ< ~0.05), the computed p‐values between the field
data and the linear ADA using the normal distribution as a reference frame bias (Figure 6), indicate that a
significant result (p‐value >0.05) is possible in the parameter space if STDnorm is at least 45 m. Using the sta-
tistics that characterize a normal distribution, this latter value means that ~68% and ~31.5% of the data must
have a retarded incision (relative to the averaged incision rate) or sediment aggradation elevations as high as
45 and 135 m, respectively. In Taiwan, one of the most active erosional locations on Earth, typhoons are
known to deposit sediment with few meters of elevation above the bedrock (Lague, 2010). Massive aggrada-
tion is possible, but it seems implausible that at any time, around a third of all rivers show tens to hundreds
of meters of sediment on their beds. A measurement can be potentially taken at a time when the actual river
bed at that same time is located above the expected location of the bedrock using the long‐term averaged
incision rate. However, this situation necessitates a prolonged retarded incision phase. Feedbacks within
the river system are expected to keep the river near a steady state in which both the imposed sediment load
can be transported and where incision rate is equal to the baselevel lowering rate (Turowski, 2020). Retarded
incision may occur locally, but creates elevated slopes with respect to the baselevel, which increases incision
rates. As a result, bedrock elevations higher than the steady state level by tens of hundreds of meters seem
implausible. It is for these reasons that we reject the linear model that incorporates a reference frame bias
characterized by a normal distribution. As for the linear ADA with a reference frame bias that is character-
ized by an exponential distribution (Figure 7), the significant results of p‐value >0.05 are only possible in
association with at least ~10% of swapped terraces. Thus, this model can also be rejected.

The constant exponent power law models (Pelletier & Turcotte, 1997; Sadler & Strauss, 1990; Strauss &
Sadler, 1989) (Table 1) yielded reasonable R2 values, yet fixing the exponent to constant values of 0.25 and
0.5 yielded 11.5% and 23% data sets corresponding to a R2 of 0, respectively (Table 2). The nonlinear ADA
shows that a constant exponent power law model is not acceptable since a significant result is possible
(Figure 8a) only in association with at least ~3–4% swapped terraces (Figure 8b). In general, higher p‐values
are obtained merely due to the flexibility of the GNF to alter vertical location of terraces in a wide elevation
range. On this basis, the constant exponent power law models can be rejected as well.

In contrast to the constant exponent power lawmodels, the variable exponent power lawmodel (Schumer &
Jerolmack, 2009) yielded higher R2 values when fitted to the data (Table 2), but has one more degree of free-
dom. This may indicate that the higher R2 values calculated for this model are simply a result of more free-
dom in the adjustment of the model parameters. Notwithstanding, the inability of the linear and constant
power models to statistically characterize all 26 tested data sets, combined with the range of exponents
yielded by a power law model (Equation 1), support a variable power. Indeed, the discrepancy between
the nonlinear ADA and the distribution of data set exponents, represented by the median (Figure 8), could
only be explained if the field data exponents were drawn from different underlying distributions. Therefore,
our results suggest that the link between incision rate and timescale is statistically best explained by a non-
linear power law relation with a variable exponent γ in accordance with themodel proposed by Schumer and
Jerolmack (2009). These findings also support the argument of Ganti et al. (2016) for glaciated regions, that a
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stochastic model better explains the “Sadler effect” because it requires a simpler premise, that is, a
heavy‐tailed hiatus distribution, whereas a deterministic model requires that erosion rates around the globe
are remarkably higher in the present than in the past.

4.3. Controls on γ

With the establishment of a model with site‐dependent γ, we now turn to discuss the potential controls on γ.
From the field data, we obtained five values (19%) of γ> 1while 21 values (81%) of γwere found to be smaller
than 1. The former indicate an increase in incision rate with increasing timescale, while the latter indicate a
decrease (Table 2). Values of γ larger than 1 also result in a negative instantaneous incision rate
(ILT; Equation 9), which is inconsistent with Schumer and Jerolmack's (2009) model (Figure S1). We suggest
the following three potential reasons why γ values larger than 1 could arise. First, incision rates could have
decreased if climate or tectonic forcing changed over the timescale over which incision is averaged, resulting
in γ > 1. For example, a γ value of 1.1 was found for the Susquehanna River, where Reusser et al. (2006)
reported incision rates averaged over a few cycles of changing climate. Similarly, a γ value of 2.44 was calcu-
lated for the southern Sierra Nevada, where G. M. Stock et al. (2005) discussed the possibility that bedrock
incision pulse coincide in time with a Pleistocene tectonic event and a late Cenozoic climate change.
Second, a systematic bias may arise due to the use of different methodology approaches. Specifically, if
the age determination is systematically biased in different ways for different methods, and this bias happens
to scale with time, then γ may be greater than 1. Finally, a value of γ > 1 may simply be a result of general
uncertainty in the fitted power. Indeed, using a one‐sample t‐test statistic, three out of the five relevant data
sets do not yield a power that is significantly different from 1.

For the range of values smaller than 1, γ is expected to reflect the range of incision hiatus length over the
history of an eroded river. It is therefore expected to be controlled by forcing conditions. Specifically, we
hypothesize that γ is controlled by tectonic events and a climatic regime that characterizes a particular field
site over the timescale in question. For a given hiatus distribution, the probability for a long period without
incision increases with decreasing γ values. Thus, for rivers undergoing incision phases during periods with
similar length, the longest hiatus periods are expected for γ values that approach 0, and the shortest hiatus
periods are expected for γ values that approach 1. There are three potential causes controlled by climate.
First, through the occurrence of long drought periods, during which discharge is below the threshold for
incision (Lague et al., 2005). Second, the variability in hiatus can be related to the variability in discharge,
which is dependent on the variability in precipitation rates and the hydrologic regime (Deal et al., 2018).
Bedload motion is necessary for incision, but it is a rare process that occurs generally only during floods.
Contrary, large floods may deposit large amounts of sediment, inhibiting erosion for sustained periods dur-
ing which thematerial is evacuated (e.g., Lague, 2010). Third, glaciation can also have a climatic effect on the
distribution of incision hiatus. Glacial environments have been associated with prolonged periods of aggra-
dation (Maizels, 1979), and melt water discharge allows for frequent sediment transport. In addition, progla-
cial lakes can trap sediment (Hicks et al., 1990), which may decrease the available amount of sediment in the
river. Glacial lake outburst floods can alter the flood regime in a river and may be the geomorphically domi-
nant events in some regions (Cook et al., 2018). Fourth, the occurrence of extreme storms that can trigger
landslides that are able to block the channel (e.g., Korup et al., 2006). In this case, the channel is expected
to be completely covered, thus inhibiting incision into bedrock. The occurrence of landslides dams has been
shown to dominate landscape evolution (Ouimet et al., 2007) and to inhibit river incision for timescales of up
to 104 yr (Korup et al., 2006). In the short term, landslides may impose upstream aggradation for sustained
periods (Finnegan et al., 2019). Because earthquakes can also cause landslides, a similar mechanism allows
for a tectonic control of the hiatus distribution.

In general, the main two parameters that are expected to influence the relationship between incision rate
and timescale through the power γ are discharge variability and the threshold for erosion (Lague et al., 2005;
Scherler et al., 2017). The former is expected to have an influence because low discharge variability imply
greater discharges to be rarer in comparison to high discharge variability, given the same mean discharge.
Then, flooding events with extensive sediment aggradation, followed by prolonged periods of degradation,
may be rare. Since the size and shape of basins correlate with magnitude and duration of storms (Molnar
et al., 2006), drainage area is also expected to influence γ through the dependency with discharge variability.
The threshold for incision likely controls the probability of an incision event to occur, given specific
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hydrometric conditions. For example, if the threshold is very high, incision is rare, and we expect extended
hiatus periods. The power γ may also correlate with the frequency of and ground acceleration induced by
earthquakes. It has been shown that γ values estimated for tectonically active regions are not statistically dif-
ferent from γ values estimated for inactive regions (Finnegan et al., 2014). Our finding that γ is not distin-
guishable using different classes of lithology and climate (Figure 9) does not rule out an effect of
discharge variability. We hypothesize that, consequently, γ is expected to decrease toward 0 with increasing
discharge variability, an increasing threshold for incision, and with decreasing drainage area.

4.4. Empirical Analysis

The empirical analysis yielded a relationship between incision rate, timescale and percentile (Equation 11).
Although it is often argued that plotting a rate versus timescale yields a spurious correlation due to the time
variable used to calculate the rate (Finnegan et al., 2014; Jerolmack & Sadler, 2007; Sadler et al., 1999), the
results from the empirical model utilized from a rate regression are within regression errors of results yielded
by a regression of incision length (Figure S2). The resultant model (Equation 11) can be utilized to evaluate
the bias due to the “Sadler effect” introduced into comparisons of rates between different sites, or at the same
site for measurements over different timescales. Importantly, the existence of the “Sadler effect” in bedrock
incision data may mask true changes in incision rate over time. To robustly reveal these changes, the trends
in incision rates due to the “Sadler effect” need to be removed, which can be accomplished using
Equation 11. This may be relevant for several applications, including risk management and landscape
change assessments. For example, the model can be used to assess the “Sadler effect” for conservative pur-
poses, by using the 99th percentile. In such a case, for example, a site‐to‐site comparison between terrace‐
derived rates that integrate contrasting ages of 10 and 500 kyr, would yield a bias of a factor of 15 solely
due to a timescale dependence.

The goodness of the fit of Equation 11 (Figure 10) was determined using the coefficient of determination
(R2). Nonetheless, the R2 of the relation between the exponent (γ − 1) and the percentile depends on the
number of bins used for the regression (Figure S3). In our analysis, we showed the results for 16
log‐spaced bins because (i) it yielded high R2 and (ii) it gives higher time‐resolution than other bins with high
R2 values. Using 13 bins rather than 16, for example, yields slightly higher R2 for the power (γ − 1), 0.96
instead of 0.94, respectively, but the difference in the predicted coefficients are <5%, except for the constant
of the exponential term (0.6 in Equation 11) which differs by ~20%. Furthermore, we observed increased R2

values for the regression of Equation 11 with larger percentiles. For example, for the 5th, 50th, and 99th per-
centiles, the associated R2 were 0.37, 0.67 and 0.94, respectively (Table S1). This reinforces our expectation of
a selection bias toward higher incision rates associated with extreme events.

The empirical data set comprising thousands of sediment accumulation estimates by Jerolmack and
Sadler (2007) follows a break in the scaling relationship over timescale, with a crossover point that marks
a transition between different γ values, which they interpreted to be a cause of a change in the dominant pro-
cess. Such a crossover point is not observed in our data. In contrast, the median and average incision rate
values (Figure 4) are scattered in the short‐term timescales, while the trend shows less scatter in
long‐term timescales (>104 yr) and a stable trend of the 99th percentile (R2 of 0.94; Figure S3 and
Table S1) along the entire timescale range.

5. Conclusions

We studied the dependence of incision rate on timescale for fluvial bedrock incision using a global data com-
pilation from 34 papers. We examined three contrasting models that predict the scaling of incision rate with
timescale: (i) the linear model (Gallen et al., 2015), (ii) the constant exponent power law model (Pelletier &
Turcotte, 1997; Sadler & Strauss, 1990; Strauss & Sadler, 1989), and (iii) the variable exponent power law
model (Schumer & Jerolmack, 2009). The linear and the constant exponent power law models were rejected
on the basis of statistical criteria and because the observed scaling of incision rate with timescale using the
field data sets is consistent with a variable exponent power law model. This means that incision rate is non-
linearly dependent on the time over which it is averaged, with a site‐dependent scaling exponent. Most
importantly, it implies that incision rates measured over different timescales cannot be meaningfully
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compared without accounting for the Sadler effect. We propose an empirical equation considering the time-
scale and the percentile of the measured rate at a given timescale to address this issue.
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