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Abstract Estuarine CO2 emissions are important components of regional and global carbon budgets, but
assessments of this flux are plagued by uncertainties associated with gas transfer velocity (k)
parameterization. We combined direct eddy covariance measurements of CO2 flux with waterside pCO2

determinations to generate more reliable k parameterizations for use in small estuaries. When all data were
aggregated, k was described well by a linear relationship with wind speed (U10), in a manner consistent
with prior open ocean and estuarine k parameterizations. However, k was significantly greater at night and
under low wind speed, and nighttime k was best predicted by a parabolic, rather than linear, relationship
withU10. We explored the effect of waterside thermal convection but found only a weak correlation between
convective scale and k. Hence, while convective forcing may be important at times, it appears that factors
besides waterside thermal convection were likely responsible for the bulk of the observed nighttime
enhancement in k. Regardless of source, we show that these day‐night differences in k should be accounted
for when CO2 emissions are assessed over short time scales or when pCO2 is constant and U10 varies. On
the other hand, when temporal variability in pCO2 is large, it exerts greater control over CO2 fluxes than
does k parameterization. In these cases, the use of a single k value or a simple linear relationship with U10 is
often sufficient. This study provides important guidance for k parameterization in shallow or microtidal
estuaries, especially when diel processes are considered.

1. Introduction

Carbon dioxide and methane released from inland waters contributes significantly to the global carbon (C)
cycle (Raymond et al., 2013; Tranvik et al., 2009). Carbon dioxide (CO2) emissions from the U.S. East Coast
estuaries are between 1.9 and 4.2 Tg C/year, which is approximately 39–105% of the total riverine C input to
this coastal zone (Laruelle et al., 2017; Najjar et al., 2018). While estuaries play a significant role in regulating
C exchanges across the coastal zone, estimates of air‐water fluxes reported in the literature are often accom-
panied by large uncertainty statistics. This is in part due to the challenges in deriving long‐term averages for
CO2 concentrations, which may span orders of magnitude or vary between oversaturation and undersatura-
tion over the course of a single day (Cotovicz et al., 2015; Crosswell et al., 2017; Maher et al., 2015), across
seasonal scales (Guo et al., 2009; Koné et al., 2009; Van Dam, Crosswell, Anderson, et al., 2018), and with
the impact of extreme weather events (Crosswell et al., 2014; Evans et al., 2012; Van Dam, Crosswell, &
Paerl, 2018). Uncertainty associated with the parameterization of gas exchange, and its physical forcing, also
vexes the quantitative assessment of estuarine CO2 emissions.

CO2 flux across the air‐water interface may be parameterized according to a mass transfer equation (equa-
tion (1)): CO2Flux = k × K0 × ΔC, where ΔC is the air‐water concentration gradient, K0 is the gas‐specific
solubility, and k is a gas transfer velocity (Wanninkhof, 1992). While the three variables in this mass transfer
approach each have their own uncertainty (calculation of Ko and measurement of ΔC), the largest source of
error is related to the parameterization of gas transfer velocity (Frankignoulle et al., 1998; McGillis et al.,
2001; Upstill‐Goddard, 2006; Wanninkhof & Mcgillis, 1999). In deep, open water environments, wind for-
cing is known to be the dominant factor affecting k, which is generally parameterized solely as some non-
linear function of wind speed (Broecker & Peng, 1974; Edson et al., 2011; McGillis et al., 2001;
Wanninkhof & Mcgillis, 1999; Wanninkhof et al., 2009). In rivers and streams, turbulence reaching the
air‐water interface is largely generated by friction with the bottom (Ho et al., 2016; Maurice et al., 2017;
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Raymond & Cole, 2001; Zappa et al., 2007). Additional factors include variable fetch (Vachon & Prairie,
2013; Woolf, 2005), turbidity (Abril et al., 2009), wave breaking (Crosswell, 2015; Liang et al., 2013;
Wanninkhof et al., 2009; Woolf, 2005), the presence of biological surfactants (Lee & Saylor, 2010;
McKenna & McGillis, 2004; Pereira et al., 2016; Wanninkhof et al., 2009), waterside thermal convection
(Andersson et al., 2017; MacIntyre et al., 2010; Podgrajsek, Sahlée, Bastviken, et al., 2014; Podgrajsek,
Sahlée, & Rutgersson, 2014), and chemical enhancement of CO2 exchange at high pH (Smith, 1985;
Wanninkhof, 1992).

If CO2 flux is directly measured, k can be derived by rearranging equation (1) as

k ¼ CO2Flux
K0×ΔC

(1)

A more universal form of this equation may be assembled by normalizing k to a constant Schmidt number
(ratio of kinematic viscosity to molecular diffusion in water for CO2; Sc)

k600 ¼ CO2Flux

K0×ΔpCO2× 600=Scð Þ−0:5 (2)

where k600 is the gas transfer velocity at a Schmidt number of 600 and Sc is the Schmidt number at in situ
temperature and salinity (Wanninkhof, 2014). Once k is determined in this manner, its relationship with
environmental drivers like wind speed, can be assessed, allowing k to then be estimated from wind speed
alone. Since many factors beyond wind speed affect k, parameterizations based solely on measured k versus
wind may produce estimates of gas transfer velocity that vary over nearly an order of magnitude (Jiang et al.,
2008; Mørk et al., 2014).

Given the wide array of factors that may at times influence the physics of gas exchange (e.g., bottom‐driven
turbulence, surfactants, water current, and turbidity) and the lack of sufficient data, the best (or only) choice
available may be to simply assume a constant value for k (Abril et al., 2014; Borges et al., 2003; Table 2;
Borges, 2005). Two meta‐analyses published in the past 20 years on this topic emphasize that the lack of
direct measurements of k significantly hampers our ability to parameterize air‐water gas exchange in estu-
aries and that care should be given when choosing values of k, with respect to location‐dependent controls
on gas exchange (Raymond & Cole, 2001; Upstill‐Goddard, 2006). While the physical factors driving gas
transfer may be highly system specific, k parameterizations for shallow microtidal estuaries have not yet
been developed. This is despite the fact that these estuaries are dominant features along the U.S. East
Coast and contribute significantly to regional carbon budgets (Herrmann et al., 2015; Laruelle et al., 2017;
Najjar et al., 2018). Many of these regional carbon budget assessments use wind speed‐based gas transfer
parameterizations developed for the open ocean, highlighting the question of whether these equations
can be reliably applied to estuaries in which the physical drivers of gas exchange may be very different from
the open ocean. As mentioned above, additional factors may complicate the use of oceanic k parameteriza-
tions in estuaries, especially those that are narrow and shallow, including bottom‐driven turbulence and
changes in fetch with wind direction. In this study, we combine waterside measurements of CO2 partial pres-
sure (pCO2) with direct measurements of CO2 flux using an eddy covariance (EC) approach to derive an
estuary‐specific k parameterization in a microtidal, lagoonal estuary, the New River estuary, NC, USA
(NRE). Because the NRE is representative of many estuaries along the U.S. East Coast, we provide guidance
regarding how these k parameterizations might be applied in other systems and at varying temporal scales.

2. Methods
2.1. In Situ Measurements

Between 19 May and 24 October 2017, EC and waterside pCO2 measurements were made in the upper NRE
in an effort to simultaneously constrain values of CO2 flux, K0, andΔC, allowing k600 to be calculated accord-
ing to equation (2). Equipment was deployed at the end of a ~100‐m dock extending into the estuary,
depicted in Figure 1. Five individual deployments took place over the 5‐month long study period, which col-
lectively provided 942 discrete half‐hour records of pCO2 and associated parameters. A membrane‐based
CO2 sensor and data logger (C‐sense, Turner Designs, USA) was used to record in situ pCO2, while
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dissolved oxygen (DO), water temperature (TW), and salinity (Sal) were measured with a YSI‐6600 (Yellow
Springs, USA). The CO2 sensor recorded pCO2 with a manufacturer's indicated accuracy of 3% or 60 μatm.
These in situ measurements were made at a depth of approximately 1 m, over intervals of 5 min (DO, Sal,
and TW) and 30 min (pCO2). These high‐frequency data were aggregated by hour to match the time scale
of EC data.

2.2. EC

An EC system was deployed at the same location (34.70472°N, 77.38170°W), consisting of a sonic anem-
ometer (WindMaster Pro, Gill Instruments Ltd., UK) and a closed‐path CO2 analyzer (LI‐7200, LI‐COR
Biosciences, USA), recording three‐component wind velocity and atmospheric CO2 concentration, respec-
tively, at a frequency of 10 Hz. The gas stream was dried using a Nafion gas drier, and the additional travel
time associated with the increased tube length and dead volume in the drier was accounted for by adding a
flow rate‐dependent time lag to the CO2 record. The accuracy of these measurements is ±1% and 1.5% of the
reading, for CO2 and wind speed, respectively. The measured horizontal wind component (at a height of 4.7
m) was shifted to a standard height of 10 m (U10) following Large and Pond (1981). EC CO2 flux was initially
calculated at 10‐min intervals then aggregated by hour in order to match the measurement frequency of
waterside pCO2 measurements.

2.3. EC Data Processing

In order to ensure that the EC flux footprint (Figure S1 in the supporting information; Kljun et al., 2015) was
entirely over water, we excluded data where hourly average wind direction was outside of 130–290° (~58% of
wind records). Favorable wind directions were encountered during much of the study period (Figure 1). In
addition to screening by wind direction, data were also subject to Webb correction (Webb et al., 1980) and
the removal of anomalously high and low k600 values (>40 or <−5 cm/hr), together accounting for 32% of
hourly records. The high bound for k600 (40 cm/hr) was set at approximately 4 standard deviations (σ =

Figure 1. Site map showing location of the New River estuary and EC tower (34.70472°N 77.38170°W), including a wind rose of 10‐minU10 data for the study per-
iod (19 May to 24 October 2017). Black arrows show wind directions for which CO2 fluxes were calculated (130–290°). EC = eddy covariance.
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8.3 cm/hr) from the mean value (7.9 cm/hr), while the low bound was chosen to exclude measured CO2 flux
values that were drastically different in magnitude and direction from ΔpCO2. Additionally, because ΔpCO2

is in the denominator of equation (2), calculated k600 will approach infinity as ΔpCO2 approaches 0; hence,
values of ΔpCO2 between −25 and +25 μatm were excluded from the analysis. Lastly, the relationship
between calculated k600 and wind speed was assessed at 1.5 m/s bins of wind speed. This may be considered
an arbitrary choice, but the choice of a 2‐m/s bin size gave an unreasonably small number of bins (wind
speed was generally low during the study period), while a 1‐m/s bin size resulted in an insufficient number
of measurements at high wind speed. The act of binning k600 by U10 removes the variability inherent in the
unbinned data set and artificially inflates the correlation coefficient (r2) yet remains a common practice
(Borges et al., 2004; Cole & Caraco, 1998; McGillis et al., 2004; Prytherch et al., 2010; Wanninkhof &
Mcgillis, 1999). Note that the k values presented here at a Schmidt number of 600 (k600) can be converted

to a CO2‐specific k (kCO2) by kCO2 ¼ k600
�

600=ScCO2ð Þ0:5 .

3. Results and Discussion
3.1. CO2 Fluxes

Surface water pCO2 exhibited a strong diel signal, where maximum values generally occurred before dawn,
and minima occurred in the late afternoon or early evening (Figure 2c). In many cases, pCO2 transitioned
from below equilibrium with the atmosphere to above over single diel cycles. This is in direct opposition
to the thermodynamic effect of temperature‐dependent solubility, which acts to increase pCO2 during the
day as water warms (Takahashi et al., 1993). This factor, in addition to the observation that DO and pCO2

were strongly inversely related, indicates that biological processes of respiration and production controlled
temporal variations in pCO2. Air‐water CO2 exchange exhibited a similar diel signal, high at night (6.85 ±
12.6 mmol·m−2·hr−1) and low during the day (0.11 ± 10.8 mmol·m−2·hr−1). An EC footprint analysis
(Kljun et al., 2015) indicates that the data screening steps were successful in limiting CO2 fluxmeasurements
to those entirely within the aquatic domain, suggesting that adjacent forested and urban regions did not
affect measured CO2 flux (Figure S1). Averaged over the entire study period, CO2 flux was 0.31 ± 1.4
mmol·m−2·hr−1, nearly half of the 0.68 average reported in Van Dam, Crosswell, Anderson, et al. (2018)
for the New River estuary and within the range reported in Crosswell et al. (2017) for 2013–2014 and
2014–2015 (−0.023 and 2.3 mmol·m−2·hr−1, respectively) for the same estuary. Winds were generally mod-
erate, not exceeding 14 m/s as a 30‐min average and were dominated by a sea breeze, land breeze oscillation
(Figure 1d). Similar to measured CO2 flux, wind speed exhibited a diel pattern, high during the late after-
noon and low at night. Likewise, maximum wind speed typically occurred during the afternoon, when
ΔpCO2 was lowest, enhancing CO2 uptake during these hours.

3.2. Wind‐Based Gas Transfer Velocity Parameterization

Calculated gas transfer velocity, k600, was 9.37 (±9.47) cm/hr as an average over the entire study period, well
within the range of what would be expected from parameterizations derived from the literature (~2–20
cm/hr; Ho et al., 2006; et al., 2014), given our average U10 of (4.2 m/s). Average k600 was also close to the
8‐cm/hr exchange coefficient chosen in Frankignoulle et al. (1998). In contrast to open ocean
(Wanninkhof & Mcgillis, 1999; Wanninkhof et al., 2009) and other coastal estuarine gas transfer studies
(Borges et al., 2004; Ho et al., 2011), the relationship between hourly average k600 and U10 (before data were
binned by wind speed) was relatively weak (Table 1). Nevertheless, when data were placed into 1.5‐m/s bins
of wind speed, a significant and positive relationship between k600 and U10 appears. In this study, the k600
versus U10 relationship appears to be linear during the day but is best described by a second‐order polyno-
mial at night (Figures 3c and 3d). Over the range of 3 < U10 < 7 m/s, both linear and nonlinear fits derived
here are within the range of other parameterizations taken from the literature (Figure 4). However, our day-
time fits generate relatively low k600 values at U10 > 6 m/s, and nighttime polynomial fits produce high k600
values atU10 less than ~3 m/s and greater than ~7 m/s. In fact, atU10 < 3 m/s, average k600 was significantly
higher (paired t test, p = 0.013) at night (9.32 cm/hr) than during the day (5.03 cm/hr).

Hence, it is not surprising that correlations between U10 and k600 were significantly improved when sepa-
rated by day and night (Figures 3c and 3d and Table 1). This phenomenon has been observed before in rivers
(Berg & Pace, 2017), lakes (Crusius & Wanninkhof, 2003; Erkkilä et al., 2018; MacIntyre et al., 2010;
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Podgrajsek, Sahlée, Bastviken, et al., 2014; Podgrajsek, Sahlée, & Rutgersson, 2014; Vachon & Prairie, 2013),
reservoirs (Liu et al., 2016), high‐latitude fjords (Andersson et al., 2017), and the open ocean (McGillis et al.,
2004; Rutgersson et al., 2011). However, a literature search found no such effect documented in a
representative midlatitude estuary. This day‐night difference may be related to the stability of the air‐
water boundary layer. In concept, air‐water gas exchange is limited by the size of the diffusive boundary
layer (DBL), across which gas molecules must diffuse to pass through the air‐water interface. Factors that
add turbulence to the air‐water interface can decrease the size of this DBL and accelerate gas exchange,

Figure 2. Time series plot of pCO2 (μatm) over the entire study period (a), wind speed (m/s), and CO2 flux (mmol·m−2·hr−1; positive values represent evasion of
CO2, as is common convention). (b) For one example sensor deployment period in July 2017, showing (c) surface water pCO2 (μatm, colored by DO % saturation),
atmospheric pCO2, as well as water and air temperature, over the same time period. The horizontal black line in subplots (a) and (b) represents approximate
air‐water equilibrium with respect to pCO2. The dotted line in (a) represents the long‐term average of CO2 flux (0.31 mmol·m−2·hr−1).

Table 1
Best Fit Equations (equations (1)–(6)) and R2 Values for U10 (m/s) Versus k (cm/hr) Parameterization Shown in Figure 5

Aggregation
Method Day Night Combined

Binned

k ¼ 1:9×U10 þ 2:3 R2 ¼ 0:92 (1) k ¼ 18:5− 5:3×U10ð Þ þ 0:64×U10
2

� �
R2 ¼ 0:95 (2) k ¼ 1:5×U10 þ 4:2R2 ¼ 0:78 (3)

Unbinned

k ¼ 2:0×U10 þ 1:2R2 ¼ 0:15 (4) k ¼ 11:7− 1:3×U10ð Þ þ 0:14×U10
2

� �
R2 ¼ 0:0072a (5)

a

k ¼ 1:3×U10 þ 3:8 R2 ¼ 0:0694 (6)

aThe slope of the regression was not significantly different from 0 (α = 0.05).
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while those that expand the DBL will hamper gas transfer (Upstill‐
Goddard, 2006; Wanninkhof et al., 2009). Solar heating of the water
surface can result in thermal stratification and a larger DBL, while the
loss of heat to the atmosphere can create a “cool skin” at the water's
surface, causing convective overturn, effectively decreasing the size of
the DBL. In this manner, waterside convection can enhance gas
exchange during the night or other times when net heat fluxes are
toward the atmosphere (MacIntyre et al., 2010; Podgrajsek, Sahlée, &
Rutgersson, 2014; Rutgersson et al., 2011). That this convective
enhancement in k should be maximized at night, when pCO2 is
typically at a maximum (Figure 2c), means that the use of a single,
linear k parameterization for both day and night data will likely cause
mass transfer approaches to underestimate actual CO2 fluxes.

3.3. Comparison of Measured and Modeled CO2 Fluxes

In this study, we measured CO2 flux directly using the EC technique and
also measured surface water pCO2, wind speed, temperature, and salinity,
from which a mass transfer flux can be calculated by equation (1). Hence,
we can compare these two independent determinations of CO2 flux and
assess the degree to which these approaches agree. In Figure 5a, the k
model of Jiang et al. (2008) and the combined day‐night model from this
study (equation (3)) are plotted against CO2 flux measured by EC.
Modeled and measured CO2 fluxes were clearly correlated, but these

Figure 3. Relationship between U10 and k600, showing (a) all data (equation (6)), (b) all data binned at 1.5‐m/s intervals
(equation (3)), (c) all data split by day (equation (4)) and night (equation (5)), and (d) binned day (equation (1)) and
night (equation (2)). In subplots (b) and (d), the error bars represent standard deviation of k600 values in each bin of U10.
Mean and median k600 values for each bin are shown as “o” and “x” respectively.

Figure 4. Literature comparison of gas transfer velocity parameterizations
for estuaries, updated with the results of this study.
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wind speed‐based models could only explain 29% and 31% of the variance in measured flux,
respectively (Figure 5a).

Furthermore, most of our points fall above the 1:1 line, indicating that the mass transfer approach involving
these k parameterizations may overestimate CO2 flux, relative to the flux measured by EC. The residuals
from the 1:1 line (summarized in Figure 5b) represent the difference between CO2 fluxes measured by EC
and calculated from mass transfer equations and were 0.35 ± 1.3 mmol·m−2·hr−1 (for the parameterization
in equation (3)) and 0.21 ± 1.2 mmol·m−2·hr−1 (for k calculated from Jiang et al., 2008). Averaged over the
study period, CO2 flux calculated using equation (3), (0.67 ± 1.3 mmol·m−2·hr−1) and Jiang et al., 2008 (0.52
± 1.2 mmol·m−2·hr−1) were approximately twice the EC‐measured CO2 flux (0.31 mmol·m−2·hr−1). From
this, we can infer that the mass transfer approach captures the sign of measured CO2 flux but may overesti-
mate its magnitude.

3.4. Effects of Convection on Gas Transfer Velocity

Because waterside measurements were collected in parallel with those from the EC tower, we were able to
more closely examine the role of thermal mixing on measured k. Hence, to address effect of convective for-
cing on measured k600, we first derived air‐water buoyancy fluxes (Jeffery et al., 2007):

B ¼ g×a×Qh

cw×ρw
þ g×βs×Ql

λ×ρw
(3)

where the buoyancy flux (B; m2/s3) is proportional to the total heat flux (Qh), which is the sum of sensible

Figure 5. Relationship between hourly average measured (a) CO2 flux (by EC) and CO2 flux determined by a mass trans-
fer model using the “combined and binned” k parameterization in Table 1. (r2 = 0.29) and Jiang et al. (2008) (r2 = 0.30).
The slope between measured and modeled CO2 flux was significantly different from 0 (α = 0.05). (b) Histogram of
residuals from the 1:1 line. EC = eddy covariance.
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and latent heat flux (Ql) and longwave and shortwave radiation. Gravitational acceleration (g), latent heat of
vaporization (λ), and specific heat of water (cw) are constants, while thermal expansion (a), saline expansion
coefficient (βs), and water density (ρw) were calculated at in situ temperature and salinity using the GSW
toolbox in Matlab (McDougall & Barker, 2011). By convention, when B is positive, water loses density to
the atmosphere and becomes more buoyant and more stably configured, thereby increasing the distance
through which gas must diffuse to exchange between the water and the atmosphere. When the surface
layer gains density, buoyancy is lost (negative B), which in turn causes vertical mixing or at least
shrinking of the DBL. Calculated B was then used to determine a waterside convective velocity scale (w*w;
m/s) following the approach of Jeffery et al. (2007) and MacIntyre et al. (2001)

w*w ¼ B×h
1
3 (4)

where h is the mixed layer depth (assumed equal to the total water depth; 1.5 m). Hence, a larger buoyancy
flux (B) or mixed layer depth (h) will result in increased convective overturning and a decrease in the water-
side resistance to gas transfer.

As expected, both B and w*w were positively correlated (Figures 6a and 6b) with the air‐water temperature
gradient (ΔT; Twater‐Tair), such that the buoyancy flux was in the direction of the atmosphere, and waterside
convection increased, as Tair fell below Twater (R

2 = 0.17 and 0.25 respectively, p value < 0.001). The air‐water
temperature gradient (ΔT) was significantly greater (α= 0.05) at night (3.4 ± 2.2 °C) than during the day (1.9
± 1.9 °C). Furthermore, w*w was also positively correlated with U10, and this relationship was strongest at
night (R2 = 0.12, p value < 0.001). However, no correlation was found between w*w and measured k600
(Figure S3; R2 = 0.019, p value = 0.045). This lack of relationship between w*w and k600 is likely due to rela-
tively low magnitude of w*w, which never exceeded 0.0076, while the typical cutoff for “convective condi-
tions” is often considered to be above w*w > 0.01 (Andersson et al., 2017; Rutgersson et al., 2011).

Prior studies have assessed the relative importance of waterside convection and wind forcing on gas transfer
by comparing w*w and the airside friction velocity (u*w), where the conditions are considered “convective”
when the ratio of u*w/w*w falls below 0.75 (Andersson et al., 2017; Podgrajsek, Sahlée, & Rutgersson,
2014). We calculate u*w according to MacIntyre et al. (2001), as u*w = (τ/ρ)1/2 where τ is the measured wind
stress and ρ is the density of water at in situ temperature and salinity. Because equation (4) is only valid for B
> 0, calculated w*wwas not significantly different between night and day (p value = 0.54). However, u*w/w*w

was below the convective threshold of 0.75 a total of 41% of the time during the night and only 21% of the
time during the day. This suggests that while convection was not a major driver of k600, it appears that some
fraction of the nighttime enhancement of k600 at low wind speed may be attributable to convective collapse
of the DBL. However, it remains likely that factors other than wind‐ or convection‐driven turbulence
affected k600 and may have played a role in increased nighttime k600. One important such factor that was

Figure 6. Relationship between air‐water temperature gradient (ΔT; Twater‐Tair) and buoyancy flux (a) and convective
velocity scale (b). Both slopes are significantly greater than 0 (α = 0.05).
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not accounted for in this study was bottom‐driven turbulence, which has been shown to at times
significantly enhance gas transfer velocity, particularly in shallow estuaries (Ho et al., 2016, 2018; Maurice
et al., 2017; Raymond & Cole, 2001; Rosentreter et al., 2017; Zappa et al., 2007). Because the NRE is quite
shallow (average depth <2 m), it is plausible that bottom‐driven turbulence may have played an
important role in enhancing k. While measurements related to water turbulence or velocity were not
possible during the present study, such an investigation into bottom‐driven turbulence remains an
important avenue for future research.

3.5. Significance to Estuarine CO2 Emissions

Prior studies show that CO2 emissions from the NRE are small relative to other estuaries (−0.023 to 2.3
mmol C·m−2·hr−1) and vary with interannual changes in freshwater loading (Crosswell et al., 2017; Van
Dam, Crosswell, Anderson, et al., 2018). Previous estimates in the NRE used identical waterside measure-
ment methods to constrain air‐water CO2 gradients and to parameterize gas transfer. The k600 versus U10

parameterizations of Jiang et al. (2008) were used in both Crosswell et al. (2017) and Van Dam, Crosswell,
Anderson, et al. (2018) because it represented a compilation of previous work and is thus a reasonable “mid-
dle of the road” k600 parameterization. In constructing a carbon budget for the NRE, Crosswell et al. (2017)
ascribed the uncertainty in the air‐water CO2 exchange component to the upper and lower bounds of gas
transfer using the k600 parameterizations of Prytherch et al. (2010) and Ho et al. (2006), respectively. It is
important to note that all of these parameterizations were constructed for systems with different physical
characteristics from the NRE. We reevaluated CO2 exchange in the NRE, using the identical 2014–2016 data
set from Van Dam, Crosswell, Anderson, et al. (2018) and comparing the effect of different k600 parameter-
izations (three from this study as well as Jiang et al., 2008). Figure 7 shows these results, where the height of
the bar represents the average CO2 flux (mmol·m−2·hr−1) determined using the indicated k600 parameteri-
zation, and the error bar indicates the standard deviations of daily average CO2 fluxes, which were deter-
mined by linearly interpolating ΔpCO2 measurements between sampling dates as described in Van Dam,
Crosswell, Anderson, et al. (2018). None of the parameterizations derived in this study generate annual
CO2 fluxes that were

Figure 7. Average NRE CO2 flux (2014–2016) with different k600 parameterizations. Jiang et al. (2008) used to derived the
flux presented in Van Dam, Crosswell, Anderson, et al. (2018). Error bars represent the standard deviation of interpolated
daily average CO2 flux.
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significantly different from those calculated using the k600 parameterization of Jiang et al. (2008). Clearly,
daily to seasonal variation in pCO2, rather than gas transfer parameterization, overwhelms the uncertainty
in calculated CO2 emissions, when assessed on an annual scale. For example, the diel range in pCO2 mea-
sured during this study was very high, often ~1,000 μatm, while the diel range in k600 was at most ~40
cm/hr. In fact, when fluxes were calculated from an average k600 (9.37 cm/hr), annual fluxes were not dif-
ferent from when our wind‐based parameterizations were used (Figure 7). Hence, when long‐term CO2 flux
estimates are desired for systems where wind speed data are limited or when no specific information exists
regarding the physical forcing of gas transfer, it may be appropriate to calculate CO2 fluxes from a single,
average k value (provided that the variability in pCO2 is sufficiently large). This is not to say that small‐scale
variations in k are not important; it is simply that the uncertainty due to these variations, in terms of U10

measurement and k fitting, tends to cancel out over longer time scales. This contrasts with open ocean envir-
onments, where pCO2 variability is small, causing calculated CO2 fluxes to be particularly sensitive to

Figure 8. Time series plots of measured andmodeled CO2 flux (mmol·m−2·hr−1), as well asΔpCO2 (μatm) andU10 (m/s)
for a typical summer day (a, b) and another day in which pCO2 and wind speed were relatively stable (c, d).
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variations in k. However, when sufficient wind or current data are available or when kmust be resolved over
hourly to daily time scales, say for net ecosystem metabolism assessments, it becomes critical to account for
spatial‐temporal variations in k.

3.6. Impact of Short‐Term Variability on Calculated CO2 Fluxes

To examine the effect of different k parameterizations on CO2 fluxes over shorter time scales, CO2 fluxes
were calculated over the course of 2 days (Figure 8), one in which diel cycles of wind speed and ΔpCO2 were
typical of a clear summer day (23 August 2017) and another in which pCO2 and wind speed were relatively
stable (30 October 2017). For the day with a large pCO2 excursion (23 August 2017; Figure 8a), all mass trans-
fer models from this study and from Jiang et al. (2008) tended to underpredict CO2 flux (relative to EC mea-
surements) before sunrise and after sunset. During these nighttime hours, the ratio of u*w/w*w was also
relatively low, between 0.8 and 1.0, indicating that waterside convection was responsible for some fraction
of the increased rate of gas transfer. During daylight hours, though, measured and modeled CO2 flux was
generally in good agreement, and no obvious differences existed between the different k600 parameteriza-
tions used. Furthermore, when CO2 fluxes were averaged over the full 24‐hr period, the effect of different
k600 parameterizations on calculated CO2 flux was not significant (one‐way Analysis of variance, α = 0.05;
Figure S2).

During the day with relatively consistent pCO2 (30 October 2017; Figure 8b), measured and modeled CO2

fluxes were generally small and negative (i.e., uptake). However, in contrast with 23 August 2017, calculated
CO2 fluxes differed significantly when assessed using different k600 parameterizations. This difference is
most obvious at 02:00, when calculated CO2 fluxes ranged from −0.47 mmol·m−2·hr−1 (using an average
k600 = 9.37 cm/hr) to −1.43 mmol·m−2·hr−1 (when k600 was assigned according to day and night binned
equations from Table 1). In fact, when CO2 fluxes were averaged over the entire day, differences between
parameterizations were significant, such that theU10‐based relationships of Jiang et al. (2008) and our equa-
tions (1) and (2) produced CO2 fluxes that were significantly greater than measured fluxes and significantly
less than fluxes determined using an average k600 (Figure S2).

4. Conclusion and Recommendations

In this study, we combine direct measurements of both pCO2 and air‐water CO2 exchange in order to assess
the physical forcing of CO2 flux in the NRE. We fill a current research gap by constructing wind‐based k600
parameterizations applicable to other shallow and microtidal estuaries. While we were able to define a rela-
tionship between wind speed and k600, we found that this relationship is best described by a linear fit during
the day and a polynomial fit at night. While it is possible that waterside thermal convection may be respon-
sible for some of this upward inflection in nighttime k at low wind speed, it cannot fully explain this differ-
ence. Future studies involving waterside physical measurements may be better suited at identifying the
specific mechanism for the observed difference between day and night k. Still, this day‐night difference in
kwas significant andmay be of interest in future studies involving highly temporally resolvedmeasurements
(e.g., diel studies) or in estuaries where variations in pCO2 are relatively large. In general, our results suggest
that over seasonal to annual time scales, it may be sufficient to simply assume an average k value. While var-
iations in k across estuaries are likely large, the average k600 in this study (9.37 cm/hr) compares reasonably
well with average k600 values from previous studies in estuaries and the open ocean. However, we stress that
when shorter time scales are assessed, variations in the shape of the U10 versus k relationship must be
accounted for. Future studies aimed at more precise measurements of k in estuaries that would be improved
by capturing a full annual cycle and including direct measurements of bottom‐driven turbulence.
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