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Abstract A new global climate model setup using FESOM2.0 for the sea ice‐ocean component and
ECHAM6.3 for the atmosphere and land surface has been developed. Replacing FESOM1.4 by FESOM2.0
promises a higher efficiency of the new climate setup compared to its predecessor. The new setup allows for
long‐term climate integrations using a locally eddy‐resolving ocean. Here it is evaluated in terms of (1) the
mean state and long‐term drift under preindustrial climate conditions, (2) the fidelity in simulating the
historical warming, and (3) differences between coarse and eddy‐resolving ocean configurations. The results
show that the realism of the new climate setup is overall within the range of existing models. In terms of
oceanic temperatures, the historical warming signal is of smaller amplitude than the model drift in case of a
relatively short spin‐up. However, it is argued that the strategy of “de‐drifting” climate runs after the short
spin‐up, proposed by the HighResMIP protocol, allows one to isolate the warming signal. Moreover, the
eddy‐permitting/resolving ocean setup shows notable improvements regarding the simulation of oceanic
surface temperatures, in particular in the Southern Ocean.

1. Introduction

The fifth and earlier phases of the Coupled Model Intercomparison Project (CMIP) have led to a great num-
ber of scientific works, including the assessment reports of the Intergovernmental Panel on Climate Change,
which have shed light on the drivers of the observed climate change. However, the spread of uncertainties
between individual models indicates substantial shortcomings in simulating a realistic ocean state (see,
e.g., Pithan et al., 2014; Sgubin et al., 2017). Common model biases in ocean models are attributed to insuffi-
cient spatial resolution (Delworth et al., 2012; Scaife et al., 2011; Sein et al., 2017; Sterl et al., 2012; Wekerle
et al., 2017) and shortcomings of parameterizations that aim to represent unresolved processes. Increasing
the resolution in traditional ocean models requires a large amount of computational resources that are
not yet available. This explains the recent interest in climate modeling with components that operate on
unstructured meshes and allow for variable resolution in key areas of the global ocean (Ringler et al.,
2013; Skamarock et al., 2012). One of such models is the Finite Element Sea Ice‐Ocean Model
(FESOM1.4; Danilov et al., 2015; Wang et al., 2014). FESOM1.4 constitutes the ocean component of the cli-
mate system model AWI‐CM (Rackow et al., 2016; Sidorenko et al., 2015) where it is coupled to the atmo-
sphere model ECHAM6.3 (Stevens et al., 2013). AWI‐CM is contributing to several CMIP6‐endorsed
model intercomparison projects (Eyring et al., 2016).

While FESOM1.4 has been used in various applications, faster numerical solutions operating on unstruc-
tured meshes have been sought for, leading to a new dynamical core for FESOM (Danilov et al., 2017;
Scholz et al., 2019). FESOM version 2.0 provides up to 3 times speedup compared to its predecessor version
1.4, ensuring a throughput similar to that of regular‐mesh models, while promising larger mesh flexibility
and good scalability characteristics (Koldunov et al., 2019). The dynamical core of FESOM2.0 is based on
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finite volume discretization compared to the finite element discretization used for FESOM1.4; the abbrevia-
tion FESOM now reads as the Finite‐volumE Sea ice–Ocean Model.

FESOM2.0 in standalone sea ice‐ocean mode has been evaluated in a series of configurations with the con-
clusion that its physical performance is comparable to that of FESOM1.4. Given the numerical efficiency of
FESOM2.0, a natural step has been to update the climate configuration (AWI‐CM) accordingly. The goal of
this paper is to evaluate the performance of FESOM2.0 in the climate setting when coupled to ECHAM6.3.
Our intention is to analyze the new setup regarding (1) the climate mean state and long‐term drift under pre-
industrial (PI) climate conditions, (2) the fidelity in simulating the historical warming over the period 1950–
2014, and (3) the influence of the oceanic resolution on the simulated climate. Since the atmospheric com-
ponent is left unchanged, in the analysis below we focus on the performance in simulating sea ice and
ocean characteristics.

The paper is organized as follows: Section 2 describes the climate model, section 3 describes the simulation
setups, section 4 analyzes the long‐term climate drift, section 5 analyzes the model fidelity in simulating the
historical warming using the HighResMIP protocol, section 6 presents a discussion, and section 7
provides conclusions.

2. Model Description

The design of the coupled model follows the formulation described in Sidorenko et al. (2015) and Rackow
et al. (2016). The atmosphere is simulated by ECHAM version 6.3.04p1 (Stevens et al., 2013). FESOM version
2.0 has been described in Scholz et al., 2019. The coupling between FESOM and ECHAM is achieved via the
parallel OASIS3‐MCT coupler (Valcke, 2013). The computation of momentum, heat, and freshwater fluxes is
done by the atmosphere model, which computes 12 fluxes in total and passes them to the ocean. For all
fluxes except momentum, we use distance‐weighted interpolation between the atmosphere and ocean grids
(DISTWGT option in OASIS3‐MCT). In view of the fact that FESOM and ECHAM have substantially differ-
ent representations of coastlines, geometry, and the flux formalisms, we did not apply the conservative
remapping option available in OASIS3‐MCT but enforce the conservation of heat and freshwater fluxes
betweenmodel components. This is achieved via scaling of individual fluxes interpolated onto the ocean grid
such that their net values are identical to those computed on the atmospheric grid (see, e.g., Sidorenko
et al., 2015).

For momentum fluxes a bicubic interpolation is used (BICUBIC option in OASIS3‐MCT), which is a more
expensive option of the coupler (Rackow et al., 2019). However, using this option is necessary in order to
obtain a smooth representation of the wind stress curl when it is computed on the ocean mesh (Valcke,
2013). The ocean is driven by the atmospheric fluxes and communicates its surface state to the atmosphere.
In total, four ocean fields are sent to ECHAM: sea surface temperature (SST), sea ice thickness (SIT), sea ice
concentration, and snow on sea ice.

In all experiments ECHAM was used with T63 spectral resolution (1.88° at the equator) and 47 vertical
levels. The ECHAM time step is 450 s; depending on the ocean mesh the FESOM time step is 30 or 10
min (see sections 3.1 and 3.2), and the ocean‐atmosphere coupling frequency is 3 hourly, which is sufficient
to account for the diurnal cycle.

In the previous ECHAM‐FESOM1.4 setup by Sidorenko et al. (2015) the Pacanowski‐Philander (PP;
Pacanowski & Philander, 1981) vertical mixing scheme was used and the same scheme was also adopted
in MPI‐ESM (see, e.g., Jungclaus et al., 2013). In the new FESOM2.0 as well as in the most recent version
of FESOM 1.4, which contributes to CMIP6, the K‐Profile Parameterization (KPP; Large et al., 1994) scheme
is employed.

3. Experimental Setups

All experiments discussed in this paper are summarized in Table. 1.

3.1. PI

The first experiment is a PI control simulation following the Diagnostic, Evaluation and Characterization of
Klima protocol, which is the fundamental part of the CMIP experimental design (Eyring et al., 2016). We
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integrate FESOM2.0‐ECHAM6.3 for 1,000 years with external forcing
from the year 1850. In this experiment, FESOM is configured on a
mesh with resolution varying from nominal 1° in the interior of the
ocean to (1/3)° in the equatorial belt and 24 km north of 50°N (see
Figure 1, left panel). The ocean surface is discretized with about
127,000 grid points, and 46 vertical levels are used. The ocean time
step is set to 30 min. FESOM is initialized with the final state of a
60‐year spin‐up run under CORE‐II atmospheric forcing with surface
salinity restoring (Large & Yeager, 2009; Wang et al., 2014). We esti-
mate themodel bias and long‐term drift by comparing several climate
diagnostics to those from other models participating in CMIP.

3.2. HighResMIP

In the second set of experiments FESOM is used with two meshes dif-
fering in horizontal resolution (Figure 1). The first mesh (LR here-

after) is the one used for the PI simulation. The second mesh (HR hereafter) resolves the regions of high
eddy activity with 10 km, which is better or close to two grid points per internal Rossby radius in most parts
of the global ocean. The regions of high eddy activity were diagnosed from the variance of sea surface height

Figure 1. Resolution in the LR and HR ocean meshes. The number of surface vertices is 126,858 in LR and 1,306,775 in
HR.

Table 1
Overview of Experiments Conducted With Low (LR) and High (HR) Meshes

Name Oce ini. state Ext. forcing Years

PI control spinup 1850 1,000
control‐1950‐LR EN4 1950 170
hist‐LR‐1 control‐1950‐LR (year 50) hist. (1950–2014) 64
hist‐LR‐2 control‐1950‐LR (year 100) hist. (1950–2014) 64
control‐1950‐LR‐1 control‐1950‐LR (year 50) 1950 64
control‐1950‐LR‐2 control‐1950‐LR (year 100) 1950 64
control‐1950‐HR EN4 1950 114
hist‐HR control‐1950‐HR (year 50) hist. (1950–2014) 64

Note. The control experiment for preindustrial climate using LR (PI control)
has been run for 1,000 years. HighResMIP control simulations control‐1950‐
LR and control‐1950‐HR have been run for 170 and 114 years, respectively.
From those the historical scenario and sensitivity runs have been started.
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as derived from satellite altimetry; additional data for sea ice extent and
mixed layer depth were used to determine the mesh resolution. The
detailed mesh design is described in Sein et al. (2016, 2017). The ocean
surface in HR is discretized with about 1,300,000 grid points, and the same
46 vertical levels as in LR are used. To put this in context, a typical 0.25°
global regular mesh includes about 900,000 wet grid points. The ocean
time step is reduced to 10 min to maintain numerical stability for the
HR mesh.

Following the HighResMIP protocol FESOM is initialized with the EN4
reanalysis data from the UK Met Office (Good et al., 2013). ECHAM,
including the land surface scheme JSBACH, was initialized with the
(quasi arbitrary) default initial state.

Using LR andHRmeshes, we run several model simulations following the
protocol of the High Resolution Model Intercomparison Project
(HighResMIP; Haarsma et al., 2016). We first compute the control‐1950
constant‐forcing simulations using external forcing from 1950 (control‐
1950‐LR and control‐1950‐HR). Then, starting from the year 50 of these
simulations, we compute historical runs for the period of 1950–2014

(hist‐LR‐1 and hist‐HR). Furthermore, using LR we conducted a second hististorical simulation (hist‐LR‐
2) starting at year 100 of control‐1950‐LR.

For the hist‐1950 simulations only FESOM was restarted from control‐1950, while cold starts were used for
ECHAM for technical reasons. This discontinuity was considered acceptable because the inertia of the ocean
is much greater than that of the atmosphere. However, in order to quantify to which extent the incomplete
restart of the climate model contaminates the climate signal, two additional control‐1950 runs were con-
ducted using the LR mesh. In these runs (with indices 1 and 2, hereafter) we restarted two additional
control‐1950 simulations after years 50 and 100 with cold starts for ECHAM (control‐1950‐LR‐1 and -
control‐1950‐LR‐2).

With this set of experiments we explore the model fidelity in simulating the historical 1950–2014 climate and
address the model sensitivity to initial conditions in the atmosphere and land surface components.

4. PI Control Simulation

In this section we evaluate the FESOM2.0 state and its drift in the 1,000 years of PI control.

4.1. Hydrography

The drift in ocean temperature is shown in Figure 2. The global volume‐averaged potential temperature
warms by ~0.8 °C over the 1,000 years. Consistently, the simulated SST drops by ~0.9 °C over the first 200
years and then increases gradually by ~0.35 °C until the end of the simulation. Although a slowdown of
the increase can be seen toward the end of the simulation period, 1,000 years are clearly insufficient for
reaching an equilibrium state.

Indeed, when initialized from an observed climatology of the ocean state, most climate models are charac-
terized by an ocean warming drift even under PI climate conditions (e.g., Griffies et al., 2011; Lucarini &
Ragone, 2011). A similar ocean warming was also observed in Sidorenko et al. (2015) with an older version
of FESOM1.4 and using external forcing from the year 1990. In Sidorenko et al. (2015) (see their Figure 10)
the excessive heat was stored primarily at a depth of ~1,000 m. Figure 3 (upper panel) shows the Hovmöller
diagram for the global profile of oceanic potential temperature anomaly with respect to initial conditions. It
illustrates that in the present simulations the extra heat also reaches the deeper ocean that exhibits an addi-
tional maximum at a depth of ~5,000 m.

The behavior of the new setup is more consistent with what has been observed in the GFDLmodel (see, e.g.,
Delworth et al., 2006, 2012). On the other hand the behavior of the previous FESOM1.4‐ECHAM setup is
similar to that of the MPI‐ESM (see, e.g., Jungclaus et al., 2013). Interestingly the appearance of the deep
maximum in heat storage correlates with the use of the turbulent closure for the vertical mixing scheme.

Figure 2. Time series of global potential temperature (blue line) and sea
surface temperature (SST) (orange line, a 10‐year moving average filter
has been used) in PI control. The global volume‐averaged potential
temperature increases by ~0.8 °C over the 1,000 years. Consistently, the
simulated SST drops by ~0.9 °C over the first 200 years and then increases
gradually by ~0.35 °C until the end of the simulation.
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As already mentioned in section 2, in the older version ECHAM‐

FESOM1.4 the PP vertical mixing scheme was used and the same scheme
was also adopted in MPI‐ESM (see, e.g., Jungclaus et al., 2013). In the pre-
sent version, the KPP scheme is employed, as in Delworth et al. (2012). We
thus speculate that more intense vertical mixing through KPP brings more
excessive heat to the deeper ocean. Note that using PP led to sporadic mul-
tidecadal collapses of the mixed layer depth in the Labrador Sea as has
been described in Sidorenko et al. 2015 and also noticed in other models.

From the Hovmöller diagram for salinity anomalies (lower panel of
Figure 3) we observe that in terms of buoyancy the decrease in salinity
tends to compensate signals of cooling in the upper 200 m. At depths
between 200 and 1,000 m the model shows a salinity increase during the
first years of integration and a gradual decrease thereafter. At the end of
the simulation a positive anomaly still remains and partially counteracts
the buoyancy effect of increased temperature over the same depth range.
Interestingly, the effects of both temperature and salinity changes lead to
less dense water in deep layers where the ocean becomes fresher
and warmer.

The spatial distribution of the model drift is depicted in Figure 4 as the
departure of the modeled hydrography averaged over years 901–1,000
from the years 51–150. Based on the profiles of the subsurface drift in
hydrography we focus on three depth levels: surface, 1,000 and 2,000 m.

SSTs increase on average by 0.36 °C. The warming is most pronounced
over the Southern Ocean. Over 1,000 years this pattern of warming con-
tinues through the entire ocean depth. The largest positive heat anomalies
are found in the deep North Atlantic at about 4,000‐m depth (not shown)
and reach ~2 °C. In contrast, some cooling is found at the subsurface of
the Weddell Sea and Mediterranean Sea and in the middepths over the
northern part of the Indian Ocean.

The complementary decrease in sea surface salinity (SSS) over most of the Atlantic Ocean, Western Indian
Ocean, and in the Southern Ocean around the Ross Sea contributes to an overall increase of the surface
buoyancy there. However, an overall decrease in salinity is observed in the deeper ocean, being the largest
in the Weddell Sea. Positive salinity anomalies at depth are found over the Southern and Tropical
Atlantic Ocean.

4.2. Sea Ice

The EVP solver for sea ice dynamics in FESOM2.0 has been updated according to Danilov et al. (2015) allow-
ing for a smaller number of substeps. In standalone simulations it has been shown that this approach allows
the simulation of linear kinematic features in sea ice (Wang et al., 2016a, 2016b). Using the same ocean
mesh, these features were also present in FESOM2.0 during the ocean spinup before coupling. In the
coupled PI simulation, however, these features were not formed anymore, likely due to the increased ice
thickness. The disappearance of the linear kinematic features also suggests that the resolution of the mesh
used here is still too coarse.

In Figure 5 we show the ice thickness patterns in September and March in both hemispheres. Given the
rapid recent Arctic climate change, a direct comparison with observations can be misleading because
satellite‐derived ice thickness fields are limited to the recent past and to certain times of the year and come
with relatively large uncertainties. However, a general picture of the observed Arctic ice thickness distribu-
tion can be found, for example, in Lindsay and Schweiger (2015).

The simulated ice thickness in the Arctic Ocean inMarch is above 3 m for most of the Central Arctic. The ice
is more than 1 m thicker than that reported in Sidorenko et al. (2015) for 1990 conditions. Given the
increased strength associated with the thicker sea ice, the momentum stress from the atmosphere is not suf-
ficient to maintain a strong transpolar drift toward the north of Greenland. As a result the Arctic sea ice in

Figure 3. Hovmöller diagrams for global profiles of annual mean potential
temperature (upper panel) and salinity (lower panel) anomalies with
respect to initial conditions in PI control. In terms of buoyancy the
temperature and salinity drifts partially compensate each other within the
upper 1,000 m. The deeper ocean becomes more buoyant.
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March tends to be more homogeneously distributed. Similar sea ice patterns in March were reported in
Koldunov et al. (2010) and Notz et al. (2013) for the historical period 1979–2007 when using
ECHAM5/MPIOM. We assume that the improper representation of the anticyclonic atmospheric
circulation over the Beaufort Gyre (not shown) is primarily responsible for the unrealistic spatial
distribution of ice thickness. Notz et al. (2013) reported on more realistic simulated sea ice after updating
their atmospheric component to ECHAM6.

In September the Arctic sea ice is on average ~2 m thick in the Central Arctic. Being thinner than in March,
it is pushed against Greenland, resulting in an increase of the SIT to about 3 m there.

In the Southern Hemisphere the sea ice volume remains low and is similar to previous versions of FESOM‐

ECHAM. Indeed, given the average SST warming of ~1 °C over the Southern Ocean (see Figure 4), the sea ice
hardly reaches 0.25‐m thickness in the central Weddell Sea in September. Concurrently, the sea ice is on the
lower side in March.

The time series of integrated sea ice area is shown in Figure 6 for the whole simulation period. In the
Northern Hemisphere the ice area equilibrates within the first 50 years, showing no significant drift during
the rest of the simulation. In the Southern Hemisphere, however, a strong reduction of the September sea ice
area is observed within the first 500 years, which, although at a lower rate, continues toward the end of the

Figure 4. Potential temperature and salinity fields and drift in PI control. The first row shows the potential temperature averaged over the last 100 years at different
depths. The second row shows the corresponding drift in potential temperature computed as the difference between years 901–1,000 and 51–150 (the initial
adjustment within the first 50 years is excluded). The third and fourth rows show the same as the upper two but for salinity.
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simulation. A similar asymmetry between the simulated Antarctic and Arctic sea ice had been seen in a
previous ECHAM6‐FESOM1.4 (albeit present‐day) control simulation (Rackow et al., 2019), which was
attributed to the fact that the Southern Ocean forms the upwelling branch of the MOC (Marshall & Speer,
2012). Antarctic sea ice is thus stronger influenced by the long‐timescale warming of the deep ocean than
Arctic sea ice. This decay is also accompanied by the continuous surface warming of the Southern Ocean,
which is an artifact inherent in many climate models contributing to CMIP.

4.3. Meridional Overturning Circulation

As the last diagnostic we inspect the meridional overturning circulation (MOC), which provides the most
general characteristic of the water mass transformation and production. Figure 7 depicts the simulated glo-
bal and Atlantic (AMOC). The former is expressed by the basinwide middepth cell of ~20 Sv at ~40°N. The
bottom cell, induced by the circulation of the Antarctic Bottom water, is also well reproduced with a max-
imum of ~10 Sv. In the Northern Hemisphere the MOC is primarily formed by its contribution from the
Atlantic Ocean as it can be stated from inspecting the pattern of AMOC. Even though large differences in
temperature and salinity from the observed climatology are found, the simulated MOC and AMOC show
the canonical pictures as known from other works. This indicates that although biases in the representation
of water mass properties and ventilationmechanisms are present, they still result in a reasonable density dis-
tribution which maintains realistic transports.

Figure 5. Sea ice thickness patterns in PI control (mean over the last 100 years).
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The time series of Antarctic Circumpolar Current (ACC) as well as the
AMOC at 26.5°N and 45°N are also provided in Figure 7. After 100 years
of adjustment there is not much trends seen in above transports.
Nonetheless, they depict strong interdecadal variability being in ampli-
tude of ~3 Sv for AMOC and ~10 Sv for ACC.

We conclude that the simulated PI control climate is well within the
spread of other climate models. This finding is not surprising considering
that FESOM versions 1.4 and 2.0 show similar performance in standalone
configurations (Scholz et al., 2019). From the observed drift over the
whole period of the PI control we also conclude that the integration time
of 1,000 years is not sufficient for reaching an equilibrated PI climate over
the whole water column.

5. HighResMIP Simulations Using Different
Resolutions in the Ocean

A locally eddy‐resolving (permitting) FESOM2.0 configuration has been
used along with the reference mesh to conduct runs according to the
HighResMIP protocol (Haarsma et al., 2016). Between these setups we
compare the simulated climate state, drift, and the historical warming.

5.1. Ocean Mean State and Drift

The temperature drift in the control runs is shown in Figure 8.
Interestingly, the increase in the global volume‐averaged ocean tempera-
ture is larger in the high‐resolution setup with ~0.25 °C after 114 years
compared to ~0.2 °C in the low‐resolution setup. The total net heating
over common integration period in LR and HR is 0.79 and 0.95 W/m2,
respectively. This agrees with the overall lower SST in HR versus LR

which causes positive flux anomalies into the ocean. However, the averaged SST in HR gradually approaches
that in LR during the last 100 years of simulation.

From the Hovmöller diagram for temperature and salinity drift (see Figure 9) it can be seen that the anomaly
with excessive heat is less localized in‐depth at ~800 m in HR compared to LR. In salinity, the formation of a
freshwater anomaly is found in the deep ocean in LR but not in HR. In contrast, the SSS drift is larger in the
HR setup. Despite the differences in terms of initialization and spin‐up, the patterns of the drift in the
HighResMIP simulations are similar to those in the PI control simulation reported in section 4.1.

The spatial distribution of the modeled temperature bias in LR is depicted in Figure 10 (upper panel) as the
departure of the modeled temperature from the Polar Science Center Hydrographic Climatology (Steele
et al., 2001). For consistent comparison we use the modeled hydrography from the historical simulations
averaged over years 1994–2013 and show three depths of interest: surface, 1,000 m, and 2,000 m.

In LR, the SST is on average by ~1° cooler, with the largest differences found in the North Atlantic around
Grand Banks and in the North Pacific Subtropical Gyre. Accompanying warming is found in the Southern
Ocean, along the East Greenland Current and in the coastal upwelling zones. The latter is most pronounced
in the South Atlantic. Interestingly, the observed SST difference from climatology resembles a canonical pat-
tern shared by most of the climate models contributing to CMIP.

A strong warm bias at ~1,000 m is found in the Labrador Sea and in the Tropical Atlantic. From there it
further propagates into the Pacific Ocean as we derived from observing the anomaly animation. A cold bias
is found in the central North Atlantic, likely caused by too cold Mediterranean outflow, and in the Indian
Ocean. At depths below ~2,000 m the ocean is persistently warmer than the Polar Science Center
Hydrographic Climatology. The initial warming appears in the North Atlantic and then is communicated
to other oceans (Rackow et al., 2019).

The salinity bias in LR is shown in Figure 11 (upper panel). It indicates that everywhere except for the North
Atlantic it contributes to a reduction of buoyancy. In the North Atlantic, however, halosteric and

Figure 6. Time series of total sea ice area in PI control (top) and its mean
seasonal cycle over the last 100 years seasonal cycle of sea ice area (bot-
tom). The time series depicts the reduction with time of the southern sea ice
in response to the pronounced warming signal there. The northern sea ice
area shows nearly no drift.
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thermosteric effects tend to compensate each other. SSS shows large positive differences in the vicinity of
river mouths and in the Arctic Ocean. The latter bias was alleviated by a salt plume parameterization
introduced in FESOM1.4 (Sidorenko et al., 2018). The salt plume parameterization scheme has not yet
been tested in the new setup but will become available in future releases.

Even though the RMS error (RMSE) of the SST bias is larger in HR
(RMSE = 1.59) than in LR (RMSE = 1.43), which is primarily caused by
the cooler temperatures in the Southern Pacific, there are several
improvements in the simulated surface temperature in HR compared to
LR. First, the cold bias around Newfoundland as well as over the area of
the Gulf Stream is reduced by ~1.5 °C. This agrees with other studies
(e.g., Scaife et al., 2011) showing that an eddy‐permitting resolution in
the North Atlantic is required for a realistic representation of the path of
the North Atlantic Current (NAC). Second, the biases associated with
coastal upwelling are smaller in HR compared to LR. This is most notably
seen in the South Atlantic where the positive SST bias associated with a
shift of the Malvinas Current has been remarkably reduced. Finally, the
warm SST bias in the Southern Ocean associated with decreased sea ice
area in the Southern Hemisphere is largely absent in the HR setup. The
latter is consistent with the finding by Rackow et al. (2019). As shown
below, these differences are also reflected in the patterns of the
atmospheric circulation.

At depth, the temperature biases also differ between the setups, with HR
being warmer than LR along the northern edge of the ACC and in the cen-
tral Indian and Pacific Oceans. Based on the drift along the southern edge

Figure 7. Top panel from left to right: Globalmeridional overturning circulation (MOC) and the Atlantic meridional over-
turning ocean (AMOC) streamfunctions in PI control including the eddy‐induced transports (mean over the last 100
years). The streamfunctions depicts a canonical pattern as known from the literature with a maximum of ~20 Sv at ~45°N.
Bottom panel shows the time series for the maximum MOC at 26,6°N, 45°N (orange and blue lines, respectively) and for
the volume transport across Drake Passage (black curve). A 10‐year moving average filter has been used.

Figure 8. Time series of global volume‐averaged potential temperature
(blue) and sea surface temperature (yellow) in the control‐1950‐LR (solid
lines) and HR (dashed lines) runs. The increase in the global mean tem-
perature is larger in HR and is ~0.25 °C after 114 years compared to ~0.2 °C
in LR. The total net heating over the first 114 years in LR and HR is 0.79 and
0.95 W/m2, respectively. This agrees with the overall lower SST in the HR
versus LR that causes stronger positive heat flux anomalies into the ocean.
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of the ACC we speculate that the resolution in HR is still insufficient to simulate realistic eddy dynamics in
the SO. Indeed, the Gent‐McWilliams (Gent et al., 1995; Gent & McWilliams, 1990) parameterization,
although scaled with grid size (see Scholz et al., 2019, for the implementation of Gent‐McWilliams and

Figure 9. Hovmöller diagrams for global profiles of potential temperature (top) and salinity (bottom) anomalies with
respect to initial conditions in control‐1950‐LR (left) and control‐1950‐HR (right). The positive heat anomaly is less
localized in depth at ~800 m in HR compared to LR.

Figure 10. Temperature differences fromWOA Climatology 2013 (mean over years 1994–2013) in hist‐LR‐1 (top) and hist‐HR‐1 (bottom) shown from left to right
for depths at 0, 1,000, and 2,000 m. The SST pattern is improved in the Southern Ocean in HR. The largest differences at depth are also found there along the ACC
front.
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Redi diffusivity), was still active in HR and could have damped the simulated eddy variability. Due to the
relatively high cost of HR we did not perform additional sensitivity studies but kept the model
configuration files identical for both setups. Generally, in both setups the positive difference in
temperature is accompanied by an increase in the salinity over the same area reducing the effect on density.

We note that the bias in modeled hydrography in both LR and HR is comparable or even smaller than that in
the long‐term climate drift over 1,000 years discussed in section 4.1. Furthermore, this bias is similar in
amplitude to the standalone ocean configuration discussed in Scholz et al. (2019). This means that the largest
part of the ocean differences from climatology presented here are accumulated during the ocean spinup and
during the initial phase of the coupled simulation.

5.2. Sea Ice

The resulting sea ice patterns are shown in Figures 12 and 13 for the Northern and Southern Hemispheres,
respectively. In the Northern Hemisphere the SIT is systematically lower in HR in March as well as in
September. It is further confirmed by Figure 14 showing the seasonal cycle of the integrated sea ice area
and is consistent with an intensification of the NAC and the AMOC (not shown). In September there is
no accumulation of sea ice north of Greenland in both HR and LR. Furthermore, for both months HR agrees
more closely with the older version of ECHAM5/MPIOM where significant positive biases in the Northern
Hemisphere surface pressure patterns were thought to be the main source of the sea ice deficiencies
(Koldunov et al., 2010; Notz et al., 2013). In the Southern Hemisphere, the HR setup simulates thicker
and more cover sea ice, which is in line with the reduced warming of the SST in the Southern Ocean.

5.3. Atmosphere

From the last 70 years of the control runs we computed the difference in zonal 10‐mwinds and in Sea Level
Pressure which are shown in Figure 15 The comparison between the LR and HR runs indicates that the
increase of ocean resolution causes a poleward shift of the jet stream in the South. This is in line with the
improvement in the simulated ocean surface hydrography as an SST bias is reduced in HR compared to
LR. The interplay between the atmosphere and the ocean results in overall cooler surface temperatures in
HR and more simulated sea ice.

In contrast, in the North the HR setup exhibits weaker SLP gradients. Reduced SLP in the Arctic matches the
increase of the oceanic SST and the reduction of the sea ice there. Positive (negative) SLP differences

Figure 11. Same as Figure 10 but for salinity.
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coincide with positive (negative) differences in 500‐hPa geopotential height (not shown) everywhere except
in the Arctic. There the increase of oceanic SST and the reduction of the sea ice leads to negative SLP
anomalies (Figure 14) and positive 500‐hPa geopotential height anomalies (not shown), which is a typical
signature of an anomalous heat low.

We quantify the atmospheric performance by computing performance indices as introduced by Reichler and
Kim (2008) and further modified by Sidorenko et al. (2015) for the mean climate state and by Rackow et al.
(2016, 2019) for the interannual variability. The performance indices grade climate model simulations of var-
ious atmospheric and oceanic parameters. Index of 1 indicates same performance as CMIP5 ensemble, while
an index of less than 1 indicates better performance. The performance indices are shown in Table 2 for the
five regions which are defined by the following latitudinal belts: the Arctic (60–90°N), the Northern
Hemisphere midlatitudes (30–60°N), the Tropics (30°N–30°S), the Southern Hemisphere midlatitudes
(30–60°S), and the Antarctic (60–90°S). Improvements in HR versus LR linked to the reduction of the surface
temperature bias around Newfoundland are found in the North Atlantic and in the Arctic Ocean. Despite
the fact that the simulated mean SST is more realistic in HR, the performance over the tropics and the
Southern Hemisphere is slightly worse regarding the mean but slightly better regarding the interannual
variability. We conclude that the atmospheric state has not been significantly altered by the new ocean com-
ponent and is within the spread of other climate models.

Figure 12. Northern sea ice thickness in March (left) and September (right) in control‐1950‐LR‐1 (top) and control‐1950‐
HR (bottom). Years 95–114 were used for averaging the control simulations. HR simulates thinner sea ice compared to LR,
which is in line with the increased MOC.
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5.4. Historical Warming

We compute the warming signal as the difference between the historical simulation and the control run,
both averaged over the last 20 years 1994–2014. Considering that control‐1950 is too short for reaching
the equilibrated ocean state one may speculate that similar drift is also present in the historical simulation.
It is expected that subtracting one run from another would result in the “de‐drifted” warming signal.

The respective differences for atmospheric 2‐m temperature and SST are shown in Figure 16. In general all
runs show a similar warming pattern. The globally averaged atmospheric 2‐m temperature increase varies
from 0.71 to 0.83 °C between the simulations and compares to the HadCRUT4 (Morice et al., 2012) data
of 0.61 °C. The accompanying increase in ocean SST varies from only 0.33 to 0.39 °C because the amplified
warming of land areas and of the Arctic is not reflected in SST. It compares to the HadSST3 (Kennedy et al.,
2011a, 2011b) data of 0.40 °C.

The largest differences between HR and LR are seen in SST and are found in the South Atlantic upwelling
system, around Gulf Stream, along the path of the NAC and in the Pacific Ocean. It is striking that the tem-
perature change patterns are more coherent between the second realization of LR (LR‐2) and HR than
between the two realizations of LR in many places. This indicates that the largest part of the differences is
due to the natural variability of the climate system and that more realizations would be required to identify
the robust impacts of ocean resolution on the warming pattern. Note that the eddy dynamics in HR SST is
still visible in the difference pattern despite the 20 years average.

Figure 13. The same as Figure 12 but for the Southern Hemisphere. HR simulates thicker sea ice, which is in line with the
reduced warming of the SSTs in the Southern Ocean.
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The reduction of SIT is shown in Figure 14 for the seasonal cycle and in Figures 17 and 18 for the patterns of
spatial distribution. Independently on ocean resolution all historical runs show a reduction of the sea ice
area by ~7%, which depicts a uniform seasonal distribution. In the south the sea ice area is reduced by
~30% showing the largest decrease in September. In the Northern Hemisphere the patterns of decrease look
rather different between the LR and HR simulations. In LR the decrease varies from ~20 cm in the interior of
the Arctic Ocean to about 1 m to the north and along the eastern part of Greenland. In contrast, in HR the
maximum of the sea ice decrease is rather confined to the Siberian shelf. Such a discrepancy is probably
linked to the difference in representing the mean sea ice distribution described in section 4.2. On the other
hand, one may expect that more realizations are required for obtaining a consistent picture of the sea
ice changes.

Figure 14. Averaged over years 1994–2014 mean seasonal cycle of the total sea ice area in historical and control runs. In
the north all historical runs show a reduction of the sea ice area by ~7%, which depicts a uniform seasonal distribution. In
the south the sea ice area is reduced by ~30% showing the largest decrease in September.

Figure 15. Zonal‐mean zonal 10‐m wind in control‐1950‐HR and control‐1950‐LR (top) and the difference in SLP (bot-
tom). Years 51–114 have been used for averaging. The increase of the ocean resolution causes a poleward shift of the jet
stream in the south. The interplay with the ocean makes the surface temperatures colder there, and more sea ice is
simulated. In the north there is a weakening of the SLP gradients in HR along with the increase of the oceanic SSTs and the
reduction of the sea ice.
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5.5. Inertia From Atmosphere and Land Hydrology

It is well known that for long timescales the inertia of the ocean is larger than that of the atmosphere and
land. Therefore, when initializing a historical simulation, it may be acceptable to restart only the ocean com-
ponent and perform a cold start (a start from arbitrary initial conditions) for the atmosphere and land. In the
following we investigate the impact of such a partial cold start, which we performed for technical reasons.

Figure 16. Warming signal in atmospheric 2‐m temperature (left) and ocean SST (right) during years 1994–2014 computed as a difference between hist‐LR‐1minus
control‐1950‐LR‐1 (top row), hist‐LR‐2 minus control‐1950‐LR‐2 (middle row), and hist‐HR minus control‐1950‐HR (bottom row). The values indicate the
average warming signal that is compared to the data (shown in brackets) as derived from the HadCRUT4 (Morice et al., 2012) and HadSST3 (Kennedy et al., 2011a,
2011b) data sets. The globally averaged atmospheric 2‐m temperature varies from 0.71 and 0.83 °C (0.61 °C, HadCRUT4) between the simulations, while the
averaged ocean SST varies from 0.33 to 0.39 °C (0.4 °C, HadSST3).

Table 2
Mean [Interannual Standard Deviation] Modified Performance Index for Five Regions in the Historical Climate Run
With FESOM2.0–ECHAM6.3

Model run 60–90°S 30–60°S 30°N–30°S 30–60°N 60–90°N

hist‐LR‐1 0.78 [1.08] 0.90 [1.21] 0.90 [1.30] 0.99 [1.08] 1.06 [1.03]
hist‐LR‐2 0.79 [1.03] 0.90 [1.16] 0.93 [1.16] 1.04 [1.10] 1.07 [1.03]
hist‐HR 0.85 [0.99] 0.99 [1.09] 0.97 [1.11] 0.96 [1.01] 1.02 [0.98]

Note. Indices below (above) 1 indicate that a model performs better (worse) than the average of the CMIP5models MPI‐
ESM‐LR, HadGEM2, CCSM4, GFDL‐CM3, and MIROC‐ESM.
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The time‐depth departure of the simulated global temperature profile from that in a continuous control run
is shown for all three realizations in Figure 19 (left column). The amplitude of the forced climate signal,
although persistent, is smaller than the model drift which is depicted in Figures 3 and 9. Within the first

Figure 17. Difference in northern sea ice between hist‐LR‐1 and control‐1950‐LR‐1 (top), hist‐LR‐2 and control‐1950‐LR‐2 (middle), and hist‐HR and control‐1950‐
HR (bottom). Years 1994–2014 were used for averaging the historical simulations. The patterns of decrease look rather different between the LR and HR simula-
tions. More realizations are required for obtaining a robust picture of the signal.
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Figure 18. The same as figure 16 but for the Southern Hemisphere.
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15 years both LR runs simulate a cooler surface ocean that is accompanied by a subsurface warming. Such a
behavior, but to a smaller extent, is also observed in HR. In all historical simulations the actual warming
signal starts to appear after ~30 years. The repeatedly changing signal of warming and cooling at the
surface and subsurface of the ocean superimposing the long‐term evolution stems primarily from the El
Niño–Southern Oscillation mode of variability (compare Deser et al., 2010; Rackow et al., 2016), which is,
as expected, not coherent between the runs.

The question to which extent the inconsistency in the initialization contributes to these anomalies needs to
be answered. To do this we performed two additional simulations with LR where we continued control‐
1950‐LR but perturbed it with a cold start in ECHAM (control‐1950‐LR‐1 and control‐1950‐LR‐2). The years
where these simulations are started coincide with those chosen for the start of the historical simulations. The
signal from improper initialization nearly vanishes if we subtract the historical simulation from the per-
turbed control run as shown in Figure 19 (right panels) for the two LR realizations. The same behavior
has been observed for other climate quantities that are not shown in this paper. At the same time, the warm-
ing signal over the last 20 years of the historical runs remains largely unchanged. We thus conclude that the
cold start in the atmosphere‐land component leads to a perturbation signal with the inertia timescale of ~15
years. After this time, for the climate quantities we have analyzed, effects from the improper initialization
are below the noise level due to internal variability.

6. Discussion

In this paper, we performed a first evaluation of the new FESOM2.0‐ECHAM6.3 coupled model. The dyna-
mical core of FESOM2.0 is based on the finite volume discretization and provides speedups up to a factor of
three compared to its preceding version 1.4, enabling a throughput similar to that of regular‐mesh models
(Scholz et al., 2019). The atmosphere, hydrology, and vegetation have been simulated with ECHAM6.3

Figure 19. Hovmöller diagrams for differences in ocean global temperature profiles. Left column from top to bottom: hist‐LR‐1 minus control‐1950‐LR, hist‐LR‐2
minus control‐1950‐LR, and hist‐HRminus control‐1950‐HR. In LR the first 15 years are contaminated by the cold start for the atmosphere and land. Right column
from top to bottom: hist‐LR‐1 minus control‐1950‐LR‐1 and hist‐LR‐2 minus control‐1950‐LR‐2. The effect from the cold start for the atmosphere and land is
removed if the control is perturbed accordingly.
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that is also used for AWI‐CM (Rackow et al., 2016; Sidorenko et al., 2015) and MPI‐ESM (Giorgetta et al.,
2013; Gutjahr et al., 2018) contributions to CMIP6. The coupling has been realized via the parallel
OASIS3‐MCT coupler.

We investigated (1) the mean state and long‐term drift by analyzing a 1,000‐year simulation under PI exter-
nal forcing, (2) the fidelity in simulating the historical warming using the HighResMIP protocol, and (3) the
influence of coarse versus eddy‐resolving (permitting) ocean resolution.

The PI simulation exhibits a volume‐averaged warming by ~0.8 °C over 1,000 years. The largest long‐term
warming occurs in the Southern Ocean (over timescales of ~60 years) and is associated with a sea ice
decrease. Although this behavior is consistent with other models, it also raises the question of whether cli-
mate scenario simulations are reliable. On the one hand, running a climate model long enough to attain a
quasi‐equilibrium will result in an unrealistic climate state, in particular in the deeper ocean. On the other
hand, imbalances that remain after starting a climate scenario shortly after the initialization might contri-
bute spurious signals associated with model drift. The protocol suggested by HighResMIP, employed here,
follows the second route.

Our analysis for the HiResMIP experiments shows that for some quantities the simulated signal associated
with the historical warming is significantly smaller than the model drift, especially during the initialization
phase. This becomes apparent from comparing Figures 9 and 19 for the profiles of global potential tempera-
tures. Nevertheless, despite the presence of strong drift, the simulated climate warming shows rather persis-
tent patterns of temperature change in both the ocean and the atmosphere (see Figures 16 and 19). We
conclude that the “de‐drifting” approach for the climate scenario simulations works reasonably well.

Increased ocean resolution results in more realistic SSTs, especially over the Southern Ocean. In this context,
the oceanic eddies play an important role in maintaining slopes of isopycnals and thus the water mass struc-
ture. In turn, the simulated sea ice becomes more realistic. In the North Atlantic, the simulated SST bias
around Newfoundland is less pronounced in HR compared to LR. Large biases are still present in HR in
the deeper ocean and are different from those in LR. One reason for this might be improper ventilation at
the surface caused by insufficient resolution in the atmosphere; in fact, Sein et al. (2018) have shown that
an increase in oceanic resolution has to be complemented by an increase in atmospheric resolution.

The throughput of the new climate setup is presented in Table 3. The HR mesh is about 10 times larger than
LR in terms of surface grid points. Only a rough estimate of the load balancing between FESOM and
ECHAM was made for LR before the experiments were conducted. For all experiments here, the configura-
tion of ECHAM is kept unchanged. ECHAM was set up using the same amount of 576 cores in all runs.
FESOMwas run using 288 cores and 1,152 cores for LR and HRmeshes, respectively. It is worth mentioning
that FESOM2.0 shows almost linear scalability up to ~300 surface grid points per core (Koldunov et al.,
2019), implying that the throughputs of the ocean component presented here could easily be increased.

However, the throughput in LR drops from 144 simulated years per day (SYPD) to 48 SYPD from the
uncoupled to the coupled configuration. In HR, the throughput drops from 12 SYPD to 9 SYPD.
Increasing the computational resources for both components, however, did not improve the performance
of the respective climate configurations. Indeed, the total speed of a climate setup is not only determined
by the slowest component but also by the latency of storage access and the coupling. A detailed analysis
of individual contributions and solutions for improvements will be discussed elsewhere. The main advan-
tage of the new setup is that the ocean part requires less computational resources and thus allows higher
resolutions in the ocean compared to older versions of FESOM.

Table 3
FESOM2.0 Performance Using LR and HR Meshes in Uncoupled and Coupled Configurations

Mesh (grid points) Cores Time step (min) Uncoupled (SYPD) Coupled (SYPD)

LR (126,858) 288 45 ~144 ~48
HR (1,306,775) 1,152 10 ~12 ~9

Note. ECHAMhas been configured with 576 CPU cores in all runs. The performance has been computed on Ollie (AWI
Bremerhaven), equipped with CPUs: Intel Xeon E5‐2697 v4 (Broadwell) 2.3 GHz; Network: OmniPath, 100 Gbit/s. Intel
19.0.1 IntelMPI 2018.4 has been used.
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7. Conclusions

A new climate model, using FESOM2.0 for the ocean and ECHAM6.3 for the atmosphere and land, has been
developed. Using the new version of FESOM in the climate model promises higher computational efficiency
and thus more efficient use of computational resources compared to its predecessor based on FESOM1.4.
The new setup makes it possible to use spatial resolutions in the ocean that were not feasible before. The cli-
mate model has been evaluated in terms of its state and long‐term drift under PI forcing and in terms of the
fidelity in reproducing the historical climate change.

The results show that the performance of the new climate model is well within the range of existing models.
We find that in terms of oceanic temperatures the historical warming is of smaller amplitude than the model
drift. We also confirm that the approach of “de‐drifting” short climate simulations, as suggested by the
HighResMIP protocol, allows to isolate the warming signal. Furthermore we demonstrated that the new
configuration can be used with a locally eddy‐permitting (resolving) ocean. The oceanic mesh with ~1.3 mil-
lion surface nodes exhibits notable improvements regarding the simulation of oceanic SSTs in the Southern
Ocean compared to the low‐resolution ocean mesh. Given the central role Southern Ocean temperatures
play when it comes to Antarctic sea ice, bottom water formation, ice sheet processes, and thus sea level rise,
we expect that these improvements translate into more reliable climate change projections, justifying the
additional computational costs of higher ocean resolution.

Data Availability Statement

Data sets related to this article can be found at

https://swiftbrowser.dkrz.de/public/dkrz_035d8f6ff058403bb42f8302e6badfbc/Sidorenko_FESOM2.0_
ECHAM6.3_2019/
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