
1.  Introduction
Large explosive volcanic eruptions can inject sulfur into the stratosphere, which forms sulfate aerosols and 
leads to global mean surface temperature reductions and changes in atmospheric circulation in the follow-
ing years (Robock, 2000; Timmreck, 2012). Particular attention has been paid to a possible strengthening of 
the polar vortex in the Arctic winter stratosphere because via stratosphere-troposphere dynamical coupling 
this has been linked to tropospheric circulation changes leading, for instance, to a surface winter warming 
signal in Northern Eurasia (Robock & Mao, 1992; Shindell et al., 2004), although the latter has been disput-
ed recently (Polvani et al., 2019).

Stratospheric volcanic sulfate aerosols not only scatter solar radiation but also absorb solar near-infrared 
and terrestrial infrared radiation and thereby heat the stratosphere. Stronger aerosol heating at low latitudes 
and weaker heating during polar night is supposed to lead to a meridional temperature gradient anomaly in 
the lower stratospheric winter hemisphere and, via thermal wind balance, to a strengthening of the strato-
spheric winter westerlies. Bittner, Timmreck, et al. (2016) argue that the strengthening of the polar vortex 
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to strengthen the stratospheric polar vortex in boreal winter. The exact impact is difficult to estimate 
because of the small number of well observed eruptions and the high internal variability of the vortex. 
We use large (100-member) ensembles of simulations with an Earth system model for idealized volcanic 
aerosol distributions resulting from sulfur injections between 2.5 and 20 Tg. We suggest the existence 
of a threshold somewhere between 2.5 and 5 Tg(S) below which the vortex does not show a detectable 
response to the injection. This nonlinearity is introduced partly through the infrared aerosol optical 
density which increases much stronger than linear with increasing particle size occurring for increasing 
injection amount. Additionally, the dynamical mechanism causing the vortex strengthening seems not 
to set in for small aerosol loading. Furthermore, we add to the recent discussion concerning a possible 
downward propagation of the circulation response leading to a winter warming in Northern Eurasia. At 
latitudes northward of about 50°N, our simulations do show such an average warming pattern that is 
statistically significant for injections of 10 Tg(S) or more.

Plain Language Summary Large volcanic eruptions can inject sulfur containing gases into 
the stratosphere where they build sulfate aerosols. These particles (a) scatter incoming sunlight away from 
the Earth, resulting in a temporary global mean cooling at the surface, and (b) absorb infrared radiation 
and thereby warm the lower stratosphere. This heating is thought to strengthen the Arctic polar vortex, 
circumpolar westerly winds in the winter stratosphere. The exact effect of volcanic aerosol on the polar 
vortex is, however, unknown. Here, we aim to understand the dependence of the vortex strengthening on 
the amount of injected sulfur. For five different eruption strengths, we simulate the atmospheric response 
100 times. We show that the simulated vortex response depends nonlinearly on eruption strength and is 
indistinguishable from zero for the smallest injection, suggesting a threshold below which the dynamical 
mechanism leading to the vortex strengthening does not work. The stratospheric Arctic vortex is of 
interest because there are strong indications that it influences wintertime climate in the troposphere. 
Starting at an eruption strength similar to the Pinatubo eruption in 1991, our model simulates an 
increased likelihood of a warmer than normal winter in Northern Eurasia despite the global cooling.
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(with a center around 60°N) is likely not directly related to the gradient in the heating rate anomaly, which 
is strongest around 35°N, but involves dynamical propagation of the signal via wave-mean flow interaction. 
The exact contribution of direct and indirect thermal wind effects to the vortex strengthening is unclear. 
Additionally, it is unclear to what extent potential effects of volcanic eruptions on stratospheric ozone and 
on the propagation of planetary waves into the stratosphere may contribute to a vortex strengthening (Graf 
et al., 2007; Marshall et al., 2009; Stenchikov et al., 2002).

Direct observations of stratospheric circulation anomalies after large volcanic eruptions are limited to the 
satellite era which includes only two eruptions with large stratospheric sulfur injections, El Chichón in 1982 
and Mt. Pinatubo in 1991. Due to the high internal variability of the winter stratosphere, it is unclear how 
representative the observed cases are for an average response to volcanic eruptions. Studies of circulation 
changes, therefore, rely heavily on simulations with general circulation models.

Some early modeling studies indicated a strengthening of the Arctic polar vortex (e.g., Stenchikov et al., 2002) 
as a response to volcanic eruptions. Later, several studies analyzing the “historical” simulations (1850 to 
present day) in different phases of the Coupled Model Intercomparison Project (CMIP) concluded that re-
cent generations of climate models do not reproduce well such a strengthening (Charlton-Perez et al., 2013; 
Driscoll et al., 2012; Stenchikov et al., 2006). More recently, Bittner, Schmidt, et al. (2016) showed, however, 
that the Coupled Model Intercomparison Project Phase 5 (CMIP5) models on average do simulate a forced 
vortex strengthening if the analysis is limited to the first post-eruption winter and the two strongest erup-
tions since 1850, Krakatoa (1883) and Pinatubo (1991).

Bittner, Schmidt, et al.  (2016) analyzed the historical simulations of the 100-member Max Planck Insti-
tute-Grand Ensemble (MPI-GE) performed with the Max Planck Institute Earth System Model (MPI-ESM). 
They found that if their analysis is limited to winter seasons after the eruptions of Krakatoa and Pinatubo 
a significant vortex strengthening can be diagnosed from only seven ensemble members, but this number 
increases when more smaller eruptions are included. Figure 1 shows ensemble mean polar vortex anoma-
lies from the same set of simulations for the nine strongest volcanic eruptions since 1850. The strength of 
an eruption is measured in this case by tropical mean volcanic aerosol optical depth (AOD) anomalies pre-
scribed in the simulations. It is clear that for smaller eruptions, no significant vortex strengthening is simu-
lated, for some of them even a vortex weakening is indicated. This explains the less robust vortex strengthen-
ing for an analysis including a larger number of eruptions. It provokes, however, the question why smaller 
eruptions do not lead to a forced vortex strengthening. The nine analyzed volcanic eruptions differ not only 
in terms of eruption strength but also by their location, time of year, and boundary conditions during the 
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Figure 1.  Zonal mean zonal wind anomalies at 10 hPa averaged over 55°N–65°N for the first winter (December–
February) after eruptions of the nine largest volcanoes since 1850, as simulated in a 100-member ensemble of historical 
simulations (Maher et al., 2019). The anomalies for the individual eruptions are calculated with respect to volcanically 
quiescent periods of different length before the respective eruptions as described by Bittner, Schmidt, et al. (2016). The 
eruptions are ordered by decreasing strength as given by global tropical mean AOD at 0.55 μm from a reconstruction 
(Stenchikov et al., 1998). Error bars indicate twice the standard error, that is, the 95% probability range of the mean 
anomaly. AOD, aerosol optical depth.
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time of eruption. Toohey et al. (2014) suggested that even relatively small differences in the distribution of 
aerosols may influence the response of atmospheric circulation. To exclude all other factors except for the 
eruption strength, here we present an analysis of 100-member ensemble simulations with idealized distri-
butions of volcanic aerosol produced by the Easy Volcanic Aerosol (EVA) forcing generator differing only in 
the amount of injected sulfur. The main goal is to identify if there may be an eruption strength threshold for 
a vortex strengthening, and what mechanisms could be involved in producing nonlinearities.

A strengthening of the Arctic polar vortex has often been linked to anomalous surface winter warming in 
Northern Eurasia observed after several large eruptions (Robock, 2002; Shindell et al., 2004). Recently, Pol-
vani et al. (2019), however, disputed the causal link between the volcanic effect on stratospheric circulation 
and the Pinatubo winter warming pattern. They argued that the forced polar vortex strengthening would be 
too weak (they showed that the polar vortex in the winter 1991/1992 was not anomalously strong), and the 
Northern Hemisphere winter climate too variable, such that very likely the Pinatubo eruption would have 
played no significant role in the occurrence of the winter warming. This view was supported by Polvani and 
Camargo (2020) who analyzed the boreal winter following the Krakatoa eruption of 1883 in surface tem-
perature reconstructions, reanalysis data, and model ensembles. While reconstructions and reanalysis data 
confirm a Eurasian warming in December–February of the winter 1883/1884, this is within two standard 
deviations of the observed variability, and neither the MPI-ESM Grand Ensemble nor the CMIP5 ensemble 
of high-top models shows a significant forced Eurasian warming. Zambri and Robock  (2016), however, 
detected a warming statistically significant at the 90% level in a CMIP5 ensemble when averaging over the 
first winters after the Pinatubo and Krakatoa eruptions. Here, we analyze in our idealized ensembles if the 
occurrence of a winter warming pattern may depend on the strength of an eruption. Using a sufficiently 
large model ensemble with 100 realizations for each scenario, we will be able to distinguish between forced 
response and internal variability.

In Section 2, we describe the model used for the simulations, the EVA forcing generator, and the setup of the 
simulations. Results are provided in Section 3 and conclusions and a summary in Section 4.

2.  Tools and Experiments
2.1.  MPI-ESM

All simulations analyzed in this study have been performed with the Max Planck Institute Earth System 
Model in its low resolution (MPI-ESM-LR) configuration. We are using version 1.1.00p2 which is the suc-
cessor of the MPI-ESM version used in CMIP5 as described by Giorgetta et al. (2013) and contains already 
many of the updates included in the CMIP6 version of the model (Mauritsen et al., 2019).

The MPI-ESM contains the component models ECHAM6.3 (Stevens et al., 2013) for the atmosphere, JS-
BACH3.0 (Reick et al., 2013) for the land surface, MPIOM1.6 (Jungclaus et al., 2013) for the ocean, and 
HAMOCC (Ilyina et al., 2013) for the ocean biogeochemistry. The LR configuration uses for the atmosphere 
a spectral dynamical core with truncation at wavenumber 63 (T63; corresponding to horizontal resolution 
of ∼1.9°) and 47 hybrid pressure levels up to 0.01 hPa. The ocean component uses a GR15L40 grid which 
has 40 vertical levels and a horizontal resolution of nominally about 1.5° which is, however, getting finer 
toward the poles.

The MPI-ESM does not include interactive representations of atmospheric composition. Aerosol effects on 
radiation are represented by prescribing monthly mean climatologies of their optical properties (Giorgetta 
et al., 2013, see below). Similarly, radiatively active chemical species are prescribed, except for water vapor 
which is interactive. This means in particular that ozone is prescribed as a monthly zonal mean climatology. 
In the historical simulations analyzed here, the (Cionni et al., 2011) climatology is used that does not ac-
count for potential influences of volcanic aerosol. Due to the relatively low vertical resolution of the atmos-
pheric component, the MPI-ESM-LR does not generate a quasi-biennial oscillation of tropical stratospheric 
winds (H. Schmidt et al., 2013). This may be important because observations indicate that the NH polar 
vortex is weaker on average in the easterly QBO phase than in the westerly phase (Holton & Tan, 1980), an 
effect that may interact with that of volcanic aerosols.
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2.2.  MPI-GE

The MPI-GE (Maher et al., 2019) is a 100-member ensemble of several CMIP5 experiments. Here, we are 
only using the post-Pinatubo period of the historical simulations of the MPI-GE which were started in 1850 
from restart files for different years of a corresponding preindustrial control simulation. To account for 
volcanic aerosol forcing, the simulations use an extended version of the Stenchikov reconstruction (Sten-
chikov et al., 1998) as described by H. Schmidt et al. (2013). This data set provides aerosol optical properties 
(extinction, single scattering albedo, and asymmetry factor) calculated for the 40 wavelengths of the model's 
radiative transfer scheme on the basis of satellite observations of AOD and effective radius. A description of 
the aerosol distribution is provided in Section 2.4. Volcanic aerosol signals in these simulations have already 
been analyzed by Bittner, Schmidt, et al. (2016).

2.3.  The Idealized Volcanic Forcing Ensemble (EVA-ENS)

As mentioned above, it is difficult to interpret, for example, CMIP historical simulations for the dependence 
of circulation responses on the strength of a volcanic eruption. The main reason is that the eruptions in 
these simulations additionally differ in particular in timing, location, and the altitude of its stratospheric 
injection. To avoid this complication, we are using the EVA forcing generator (Toohey et al., 2016), see Sec-
tion 2.4, to generate four idealized data sets of zonally and monthly mean volcanic aerosol optical properties 
(extinction, asymmetry factor, single scattering albedo) with the magnitude of sulfur injections into the 
lower stratosphere being the only varying input parameter. The idealized forcing data sets are used as an 
input for the MPI-ESM-LR described above. We produced 100-member ensembles of simulations for each 
data set. The 100 simulations for each forcing data set start from the 100 different meteorological situations 
of the historical simulations of the MPI-GE for January 1, 1991, and run for 3 years using exactly the same 
setup and boundary conditions as the original historical simulation of the MPI-GE, except for the strato-
spheric volcanic forcing.

The chosen injections for our idealized experiments are 2.5, 5, 10, and 20 Tg of sulfur (Tg[S]). The location of 
all eruptions is chosen to be at the equator and all injections are taking place at June 15, which corresponds 
to the day of the Pinatubo eruption in 1991. From satellite observations, Guo et al. (2004) have estimated 
the stratospheric SO2 injection of the Pinatubo eruption to be of 18–19 Tg (corresponding to 9–9.5 Tg[S]), a 
number which is, however, considered uncertain (Kremser et al., 2016). In addition to the four ensembles 
for different idealized volcanic aerosol forcing fields for comparison, we also run a 100-member ensemble 
without volcanic emission (0 Tg(S)) as control run. Six-hourly output of all simulations was used to compute 
transformed Eulerian mean diagnostics (Andrews et al., 1987).

2.4.  Characteristics of Volcanic Aerosol Distributions

We are using the EVA forcing generator (Toohey et al., 2016) to compute idealized representations of vol-
canic aerosol forcing. EVA generates stratospheric aerosol optical properties as a function of time, latitude, 
height, and wavelength for a given input of location, time, and amount of sulfur injected into the strato-
sphere from a volcanic eruption. By construction, EVA-generated AOD at 0.55 μm depends linearly on the 
injected sulfur amount in the magnitude range considered in our experiments, which is a common assump-
tion (Crowley & Unterman, 2013; G. A. Schmidt et al., 2011). Based on observations and simple scaling 
arguments, EVA assumes that the aerosol effective radius, used in the calculation of optical properties, is 
locally proportional to the mass of sulfate to the power of 1/3. Build-up and decay of sulfate aerosols is sim-
ulated using observation-based assumptions on lifetimes of stratospheric SO2 and SO4 of 180 and 330 days, 
respectively.

The aerosol distributions resulting from EVA are necessarily idealized because stratospheric transport is 
represented in a very simplified approach between only three boxes (one for the tropics plus extratropical 
boxes for both hemispheres). This means that, for instance, the transport barrier provided by the polar 
vortex in winter hemispheres is ignored as well as the potential impact of different injection heights. The 
upper panels of Figure 2 provide a comparison of AOD at 0.55 μm from EVA for a tropical injection of 9 Tg 
sulfur in June and the Stenchikov reconstruction (Stenchikov et al., 1998) for the Pinatubo period as used 
in the historic simulations of the MPI-GE. While it will be shown below that the EVA-produced AOD for 
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some wavelength bands does not depend strictly linearly on the injected amount of sulfur, the AOD dis-
tribution patterns for the injection amounts chosen in our experiments (not shown) are to first order well 
approximated by the pattern of the 9 Tg(S) injection given in Figure 2 with just the magnitude scaled by the 
injection amount.

As shown in Figure 2, assuming an injection of 9 Tg(S) EVA would produce a volcanic AOD distribution 
similar, but by no means equal to the Stenchikov reconstruction. Differences in the Southern Hemisphere 
are partly related to the eruption of the Chilean volcano Cerro Hudson (45°S) in October 1991 which is 
only represented in the Stenchikov reconstruction. A difference in the Northern Hemisphere is that the 
Stenchikov reconstruction has larger first-winter AOD values in the extratropics resulting in a larger merid-
ional AOD gradient in high latitudes while the EVA gradient is smoother. This difference is clearly visible 
also in the zonal mean extinction for 8.85 μm radiation, presented for the first posteruption boreal winter 
in the lower panels of Figure 2. Also the vertical profiles differ slightly. In the tropics, for instance, the 
magnitude of the EVA peak is larger, but the Stenchikov climatology extends further to higher and lower 
altitudes. Ångström exponents used in EVA and the Stenchikov reconstruction to derive extinction at other 
wavelengths than 0.55 μm apparently differ slightly such that the tropical extinction peak in the Stenchikov 
reconstruction is rather comparable to an assumed EVA injection of about 6 Tg(S).
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Figure 2.  Optical properties of volcanic aerosol distributions (left panels) generated by EVA assuming an injection of 9 Tg of sulfur into the stratosphere at 
June 15 and (right panels) from the Stenchikov reconstruction for the period of the eruption of Mt. Pinatubo. Upper panels show time-latitude evolutions of 
volcanic AOD for radiation of 0.55 μm wavelength and lower panels show zonal averages of extinction (10−6 m−1) of radiation of 8.85 μm wavelength averaged 
over the first posteruption boreal winter (DJF). EVA, Easy Volcanic Aerosol; AOD, aerosol optical depth; DJF, December–February.
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In addition to volcanic aerosols, EVA can also account for stratospheric background sulfate aerosols for 
which we choose typical values from industrial volcanically quiescent periods. These background values 
are, however, orders of magnitude smaller than the aerosol loading from even the smallest eruptions con-
sidered in our experiments.

3.  Results
3.1.  From Sulfur Injection to Vortex Strengthening

For the purpose of identifying potential nonlinearities between the amount of injected sulfur and the Arctic 
vortex anomalies, we first analyze DJF (December–February) mean bulk quantities characteristic for differ-
ent processes involved in the vortex strengthening.

Figure 3 is a scatter plot of the anomalies of zonal mean zonal wind at 10 hPa averaged over 55°N–65°N, 
as a proxy for the vortex strengthening, versus the zonal mean temperature anomaly at 50 hPa averaged 
over 20°S–20°N, as a proxy for aerosol induced tropical warming. Anomalies are shown for every ensem-
ble member of the experiments with injection amounts from 0 to 20 Tg(S) calculated with respect to the 
average zonal wind and temperature of the reference ensemble with 0 Tg(S) injection. The figure not only 
provides an impression of the variability of the individual ensemble members but also gives an indication 
of differences caused by the injection amount. It is obvious that regression slopes calculated for the indi-
vidual ensembles (about 7 m s−1 K−1) are much steeper than the slope resulting from the regression over all 
simulations (about 1.3 m s−1 K−1). The spread of the members of each ensemble is caused by the internal 
variability of the model dynamics which is, hence, characterized by the steep slope. We assume that the 
strong high latitude internal variability in the Arctic winter stratosphere entails a relatively weak variability 
of the stratospheric mean meridional circulation that adiabatically influences tropical lower stratospheric 
temperature. The weaker overall slope represents the effect of increasing volcanic injections, and the cause 
and effect-relation is rather in the opposite direction. Tropical temperature anomalies caused by volcanic 
aerosol change the meridional temperature gradient and lead to a vortex strengthening.

From the scatter plot, it is difficult to clearly identify potential nonlinearities although it indicates, for ex-
ample, that the average temperature anomaly of about +5.3 K in the 10 Tg(S) ensemble is more than double 
than in the 5 Tg(S) ensemble (+1.9 K). Figure 4 shows relations between ensemble mean bulk quantities. 
Panel (a) shows the relation between the Arctic vortex strengthening and the amount of sulfur injected. 
Error bars represent 2 times the standard error, that is, with a probability of 95% the forced response of the 
individual ensemble experiments is within the error bars. The average vortex anomaly of the 2.5 Tg(S) ex-
periments is −0.2 ± 1.9 m/s while for all experiments with higher injection amounts a zero vortex response 
is outside the 95% error range. This indicates a possible threshold for a nonzero forced winter mean vortex 
response somewhere between injections of 2.5 and 5 Tg(S). This threshold implies nonlinearity of the re-
sponse. A regression line restricted to include the origin, that is, a zero vortex anomaly for zero injection, 
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Figure 3.  Scatter plot of simulated polar vortex zonal mean zonal wind anomalies versus tropical temperature 
anomalies averaged over altitude and latitude ranges indicated at the axes for the first winter (DJF) after the EVA-
generated volcanic eruptions. Small dots mark anomalies for all individual eruptions of the ensembles for injections of 
0 (gray), 2.5 (red), 5 (yellow), 10 (purple), and 20 (green) Tg(S). Anomalies are calculated with respect to the ensemble 
mean of the 0 Tg(S) simulations. Large dots show ensemble mean anomalies. The blue dashed line is the result from a 
linear regression taking into account all anomalies from all ensembles; solid lines are results from regressions for the 
ensembles for individual injection strengths. DJF, December–February; EVA, Easy Volcanic Aerosol.
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lies outside the 95% error ranges of some of the injections (Figure  4a). An unrestricted regression (not 
shown) would indicate an unphysical negative vortex response for zero forcing. Of course, we cannot say if 
the threshold is indeed a limit for a zero forced response or if it just represents a detection threshold for the 
given, very large ensemble size.

The further panels of Figure 4 break down the relation between vortex response and injected sulfur into 
a chain of processes. To characterize the tropical heating agent, we show the average AOD between 20°S 
and 20°N for the model's infrared radiation band centered at 8.85 μm which is the strongest contributor 
to aerosol heating. The AOD increases stronger than linear with the injected sulfur amount (Figure 4b). 
While an injection of 2.5 Tg(S) causes a tropical mean AOD in the first winter after the injection of 0.005 the 
four times stronger injection of 10 Tg(S) causes an about 10 times larger AOD of 0.047, and the eight times 
stronger injection an almost 30 times larger AOD. As mentioned above, EVA-generated AOD at 0.55 μm 
depends linearly on the injected sulfur amount in the magnitude range considered here. The stronger than 
linear increase of AOD at 8.85 μm is a feature of the Mie calculation-based lookup tables used in EVA for 
deriving extinction at wavelengths other than 0.55  μm. With increasing injection amount, the effective 
particle radius increases causing the infrared AOD to increase stronger than linear. The longwave diabatic 
heating rates (also taken at 50 hPa and averaged over 20°S–20°N) caused by the volcanic aerosols increase 
almost linearly with the AOD (Figure 4c). The same is true for the increase of the temperature anomaly with 
the heating rate anomaly (Figure 4d). The relation of polar vortex wind anomaly and tropical temperature 
(Figure 4e; already discussed for Figure 3) is again linear within the relatively large error bars caused by 
the high internal variability of the vortex. The split into a chain of processes shows that the relatively weak 
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Figure 4.  Scatter plots of quantities characterizing the simulated ensembles for volcanic eruptions of different strength and simulated ensemble mean 
anomalies calculated with respect to the ensemble mean of the 0 Tg(S) simulation. (a) Zonal mean zonal wind (at 10 hPa averaged over 55°N–65°N) anomaly 
versus amount of sulfur injected into the stratosphere; (b) Global mean 8.85 μm AOD averaged over 20°S–20°N versus amount of injected sulfur; (c) Adiabatic 
longwave heating rate anomaly averaged over 20°S–20°N and 20–70 hPa versus AOD as in (b); (d) Tropical temperature anomaly (averaged over 20°S–20°N and 
20–70 hPa) versus heating rate anomaly as in (c); (e) Zonal wind anomaly as in (a) versus temperature anomaly as in (d). The error bars of the wind anomalies 
are showing twice the standard error. Error bars for all other quantities are neglected due to their smallness. All values are ensemble mean averages over DJF, 
except the heating rate anomalies which are calculated just for one member for each experiment with the same initial conditions but different forcing, and for 
the 10th time step of a simulation starting on January 1. Dashed lines show results from linear regressions restricted to include the point of origin. Colored 
numbers indicate the coordinates of individual ensemble means. AOD, aerosol optical depth; DJF, December–February.
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infrared AOD for weak injections (as shown in Figure 4b) contributes to the vortex response being indistin-
guishable from zero for the injection of 2.5 Tg(S).

3.2.  Monthly Mean Wind, Temperature, and Planetary Waves

The analysis of winter mean bulk quantities above has indicated the existence of a threshold of strato-
spheric aerosol injections below which the vortex does not strengthen. To better understand this behavior, 
we analyze ensemble mean responses depending on latitude and altitude and broken down into individual 
months of boreal winter.

Figure 5 shows zonal mean temperature responses for the Pinatubo ensemble and all EVA ensembles for 
the months of October–March. Lower stratospheric temperature anomalies reach a maximum of almost 5 K 
toward late winter and are probably biased high as observations indicate anomalies closer to 2–3 K (Labitz-
ke & McCormick, 1992). The EVA anomalies in Figure 5 are scaled to an injection of 10 Tg(S). As mentioned 
above, the Pinatubo aerosol distribution would match closest to an EVA injection of about 9 Tg(S) which at 
least partly explains the overall slightly weaker anomalies for the Pinatubo ensemble in comparison to the 
anomalies scaled to 10 Tg(S). In general, anomaly patterns look very similar for all ensembles with one max-
imum in the tropical lower stratosphere, near the maximum of the aerosol loading, and another maximum 
near the Arctic stratopause which can be attributed to adiabatic warming through increased downwelling 
(not shown). In general, scaled temperature anomalies are larger for high than for low injection rates in-
dicating a stronger than linear increase of temperature anomalies with the injection amount that is, as 
discussed above (Figure 4b), largely due to the behavior of infrared AOD. Significant negative temperature 
anomalies in the lower polar stratosphere are analyzed for all months in the strongest injection experiments 
and a few months of the weaker injection experiments. This is related to adiabatic cooling as discussed by 
Toohey et al. (2014). Overall, and as can be expected, the area of temperature anomalies significant at the 
95% confidence level increases with the injection amount. While for the 20 Tg(S) ensemble only very small 
regions show no significant response, in the 2.5 Tg(S) ensemble the tropical lower stratosphere is the only 
region that shows significant responses for all months. Polar temperature anomalies are insignificant in 
this experiment except for a small altitude range near the stratopause showing a negative anomaly, that is, 
opposite to the other experiments, in January.

Zonal mean zonal wind anomalies scaled by the injection amount and corresponding to the temperature 
anomalies via the thermal wind relation are presented in Figure 6. In October, all experiments show the 
strongest positive zonal wind in the subtropical lower to middle stratosphere, that is, in the regions of the 
strongest diabatic heating rate gradients. Bittner, Timmreck, et  al.  (2016) suggested that this early win-
ter anomaly contributes to the vortex strengthening in later winter months through its influence on wave 
propagation. Anomalies simulated for November indicate nonlinear dependence on the injection amount 
concerning the timing of the propagation of the maximum wind anomaly to high latitudes. While for the 
2.5 and 5 Tg(S) cases the maximum anomaly is still clearly located in the subtropics, larger injection exper-
iments, including Pinatubo, already show at least a second maximum in the polar vortex area. These large 
injection experiments show no clear seasonal evolution in later winter months, unlike the downward prop-
agation demonstrated for responses to solar or ENSO forcing (Kodera & Kuroda, 2002; Manzini et al., 2006). 
In the smaller injection experiments, the behavior is less clear. Mean polar vortex zonal wind anomalies 
in the 2.5 Tg(S) case are negative from November to January, but not statistically significant. Differences 
between the experiments are statistically significant, however, as presented in Figure 7 which shows differ-
ences between scaled zonal wind anomalies for early winter (October, November), midwinter (December, 
January), and late winter (February, March) in the 2.5, 5, and 10 Tg(S) experiments with respect to 20 Tg(S). 
The strongest, statistically significant difference is simulated for 2.5 Tg(S) compared to 20 Tg(S) for mid-
winter. This again suggests the existence of a threshold as discussed above. Scaled polar vortex zonal wind 
anomalies are statistically significantly weaker at least in midwinter to late winter also in the 5 and 10 Tg(S) 
cases compared to the largest injection.

Why is there such a threshold of sulfur injection below which the polar vortex seems not to react? Why 
should not also a relatively weak warming in the tropical lower stratosphere cause a forced vortex response 
detectable in such a large ensemble? Global stratospheric circulation patterns are largely controlled by 
wave-mean flow interactions. Figure 8 shows Eliassen-Palm (EP)-flux anomalies, that is, anomalies of wave 
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Figure 5.  Monthly, zonal, and ensemble mean temperatures (left column) and temperature anomalies (columns 2–6) in K simulated for the months from 
October to March (top to bottom rows). The control temperature (left column) is from the 0 Tg(S) experiment. Anomalies are from the first posteruption 
winters of the MPI-GE historical simulation (second column) and from the 2.5, 5, 10, and 20 Tg(S) experiments (columns 3–6) and calculated with respect to 
the control. Anomalies in columns 3–6 are linearly scaled by 10/n where n is the amount of sulfur (Tg[S]) injected in the respective experiment. In unhatched 
regions, anomalies are statistically significantly different from zero at the 95% level according to a two-tailed t test. MPI-GE, Max Planck Institute Grand 
Ensemble.
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activity fluxes resolved by the model, and the zonal wind forcing exerted by the EP-flux divergence. Both 
quantities are, again, linearly scaled to an injection of 10 Tg(S). Bittner, Timmreck, et al. (2016) suggested 
that the westerly wind anomaly at low to middle latitudes in the lower to middle stratosphere causes a 
stronger equatorward propagation of planetary waves that leads to less wave convergence at high latitudes 
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Figure 6.  Same as Figure 5 but for zonal wind (m/s).
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and a stronger polar vortex over the course of the winter. EP-flux vectors in Figure 8 indeed indicate a 
stronger equatorward wave propagation in the lower to middle stratosphere at latitudes lower than about 
50°N for all injection amounts. In the experiments for injections of 5 Tg(S) or more, around 10 hPa, this is 
related to a dipole of anomalous EP-flux convergence at latitudes lower and divergence at latitudes higher 
than about 40°N. In all these experiments and all through the winter, the anomalous divergence, indicating 
less deceleration of westerly winds, is statistically significant close to the polar vortex near 10 hPa. In the 
2.5  Tg(S) experiment, there is no such significant high-latitude divergence simulated. The equatorward 
wave propagation anomaly is statistically significant only in a small altitude range and obviously too weak 
to have a strengthening impact on the polar vortex. EP-flux anomalies in the 2.5 Tg(S) case differ from the 
other experiments strongly above 1 hPa. It is possible that the easterly wind anomaly related to the strong 
divergence in early and middle winter propagates downward and also influences the vortex in the middle 
stratosphere. However, it is not easy to identify a clear connection of this high altitude anomaly to small 
injections of volcanic aerosol.
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Figure 7.  Differences of scaled anomalies of bimonthly, zonal, and ensemble mean zonal winds (m/s). Differences are calculated by subtracting the anomalies 
of the 20 Tg(S) experiment from the anomalies of the 2.5, 5, and 10 Tg(S) experiments (columns 1–3, respectively) scaled by 20/n Tg(S), where n is the amount 
of sulfur injected in the respective experiment. Top to bottom rows show the bimonthly means of October–November, December–January, and February–
March, respectively. In unhatched regions, differences are statistically significantly different from zero at the 95% level according to a two-tailed t test.
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Figure 8.  Bimonthly, zonal, and ensemble mean anomalies of EP-fluxes (arrows) and zonal wind tendencies (color shading, m s−1 day−1) from EP-flux 
divergences and divergence anomalies for all experiments. All anomalies are linearly scaled by 10/n, where n is the amount of sulfur injected (Tg[S]) in the 
respective experiment. For better visualization, EP-fluxes are scaled by the inverse density and plotted only for selected levels. The length of the white reference 
arrows in the upper right corners indicate a value of 108 m3 s−2. Top to bottom rows show the experiments with 2.5, 5, 10, and 20 Tg(S) injections, respectively. 
Left to right columns show bimonthly means of October–November, December–January, and February–March, respectively. In unhatched regions, EP-flux 
divergence anomalies are statistically significantly different from zero at the 95% level according to a two-tailed t test. EP-flux anomaly vectors are only plotted 
where the statistical significance exceeds 95%. EP, Eliassen-Palm.
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3.3.  Surface Temperature Anomalies

As said in Section 1, in several studies, it was argued that the positive surface temperature anomalies ob-
served over North America and in particular Northern Eurasia in the winters after the Pinatubo eruption 
were related or even caused by this event via the stratospheric pathway. We will concentrate here on the 
more frequently discussed Northern Eurasia winter warming which was also identified from proxies for 
other large historical eruptions. Polvani et al. (2019), however, argued that “the internal variability of the 
climate system in the NH in wintertime is much larger than any impact from the Pinatubo eruption.” This 
was supported by results from ensemble simulations (13–50 members) with the state-of-the-art WACCM4, 
CAM5-LE, and CAN-ESM2 climate models. Ensemble mean surface temperature anomalies in all three 
models are small and statistically not significant in the first post-Pinatubo winter over Northern Eurasia. 
The variability of all models is, however, so large that the observed anomaly is well covered by the ensem-
bles. Polvani and Camargo (2020) came to similar conclusions based on large ensemble simulations of the 
Krakatoa eruption in 1883.

Figure 9 shows that in our case the ensemble mean DJF anomalies for the 10 and 20 Tg(S) experiments are 
statistically significantly positive in parts of the high northern latitudes over Eurasia (and negative over 
parts of northern North America). The two eruptions with weaker injections show even larger positive 
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Figure 9.  North polar stereographic view of ensemble mean near-surface (2m) temperature (K) anomalies simulated for the first posteruption winters (DJF). 
From top left to bottom right panels show the anomalies from the experiments with 2.5, 5, 10, and 20 Tg(S) injections, scaled by 10/n where n is the amount 
of sulfur injected, and the unscaled anomalies from the first post-Pinatubo winter from the MPI-GE. In unhatched regions, the anomalies are statistically 
significantly different from zero at the 95% level according to a t test. DJF, December–February; MPI-GE, Max Planck Institute Grand Ensemble.
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anomaly peaks over Northern Eurasia which are, however, not statistically significant at the 95% level. The 
upscaling of the anomalies, for example, by a factor of 4 in the case of the 2.5 Tg(S) injection, may lead to 
a prominent appearance of anomalies not necessarily attributable to the forcing. Analysis of individual 
winter months (not shown) indicates very similar patterns for all winter months for the 10 and 20 Tg(S) 
experiments, which we interpret as a further indication of the robustness of the signal for relatively large 
eruptions. Intrawinter variability is much higher for the anomalies from the two experiments with smaller 
injections. The ensemble mean anomaly simulated for the first post-Pinatubo winter is small and not sig-
nificant all over Northern Eurasia, which is in line with the simulations presented by Polvani et al. (2019).

Figure  10a indicates the intraensemble variability of the posteruption surface temperature anomalies 
for Northern Eurasian regions of different size by box-whisker plots. The largest region (40°N–70°N, 
0°W–150°W; marked in olive) is chosen as in the analysis from Polvani et al. (2019) (their Figure 4) and 
the results for this region are very similar for all injection magnitudes and very similar to those of the three 
models presented by Polvani et al. (2019). Ensemble mean anomalies are close to zero and similar numbers 
of ensemble members have positive and negative anomalies. Shifting the region northward and reducing 
it in longitudinal extent (to better capture the spatial pattern of warming shown in Figure 9) leads to an 
increase in variability but also a shift of the distribution to more positive anomalies. For the cases of 10 and 
20 Tg(S), and both smaller regions (50°N–80°N, 0°E–150°E, and 55°N–80°N, 10°E–90°E), the mean of the 
temperature anomalies is significantly positive, indicated by the range of twice the standard error around 
the mean not covering zero. In the 5 Tg(S) case, the lower limit of this range is very close to zero for all 
regions.

This dependence of the signal on the choice of the region is in contrast to the simulation of the eruptions of 
Krakatoa (Polvani & Camargo, 2020) and Pinatubo (included, e.g., in our Figure 10) in the MPI-ESM Grand 
Ensemble where the insignificance of the temperature response is not sensitive to the choice of the region. 
As indicated already in the maps of Figure 9, our model has a tendency toward a winter warming in Eurasia 
north of about 50°N for EVA forcing caused by injections of about 5 Tg(S), that is, less than assumed for 
Pinatubo, and higher. However, due to the high internal variability of winter temperatures in this region, in 
a nonnegligible number of cases even very large eruptions could be followed by colder than average winters. 
Different to what is reported by Polvani et al. (2019) for the larger region and the WACCM simulations of the 
Pinatubo eruption, our simulations show a positive correlation between anomalies of stratospheric vortex 
strength and Northern Eurasian surface temperature as shown in Figure 11. The correlation calculated over 
all simulations is small (R2 ≈ 0.1) but highly significant due to the large number of experiments, indicating 
the possibility of a top-down influence, but not proving it.
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Figure 10.  Box-and-whisker plots of simulated anomalies in first posteruption winters (DJF) of the experiments for Pinatubo and injections from 2.5, 5, 10, 
and 20 Tg(S). The whiskers show the ensemble members with the minimum and maximum anomalies, the lower and upper limits of the boxes show the 25th 
and 75th percentiles, the central line inside the box indicates the ensemble mean, and the lines adjacent to the mean mark twice the standard error. (a) Near-
surface (2 m) air temperature anomalies (K) over different regions of Northern Eurasia (olive: 40°N–70°N, 0°W–150°W; turquoise: 50°N–80°N, 0°E–150°E; 
blue: 55°N–80°N, 10°E–90°E). (b) NAO index anomalies calculated as the first principle component of an EOF analysis of North Atlantic sea level pressure as 
described by Banerjee et al. (2021). DJF, December–February; NAO, North Atlantic Oscillation.
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All figures in this section show a surface response to the Pinatubo forcing which is indistinguishable from 
zero, in contrast to the significantly positive responses in the high-injection EVA ensembles. The small 
difference in vortex anomaly of about 4 m/s for the Pinatubo and about 5 m/s for the 10 Tg(S) experiment 
makes it difficult to understand why the 2 standard error ranges of the surface responses are only very 
weakly overlapping for these two experiments. It is usually assumed that the Eurasian winter warming is 
linked to a shift toward a more positive phase of the North Atlantic Oscillation (NAO). Banerjee et al. (2021) 
discuss this, for example, for the occurrence of vortex strengthening and winter warming in sulfate geoengi-
neering experiments. Figure 10b shows that also in our experiments with injections between 5 and 20 Tg(S) 
a statistically significant positive anomaly of the NAO index is simulated. In the 2.5 Tg(S) case, the average 
NAO index anomaly is close to zero, consistent with the negligible vortex anomaly. For the Pinatubo case 
which has a positive vortex anomaly statistically significant at more than 95% a positive NAO index anom-
aly is simulated but significant only at the 90%, not 95% level. Still, there is zero Eurasian winter warming, 
as discussed before.

Unfortunately, our analysis cannot reveal why the positive vortex anomaly simulated for the Pinatubo re-
construction is propagating downward less strongly to influence the NAO than, for example, shown in the 
5 Tg(S) case, and the signal is completely lost in terms of Eurasian winter temperatures. A hypothesis to 
explain the different responses between Pinatubo and idealized experiments is that the differences of the 
aerosol distributions as discussed in Section 2.4 could cause the differences in the propagation of the dy-
namical signals. An importance of the specifics of an aerosol distribution was already suggested by Toohey 
et al. (2014).

4.  Summary and Conclusions
We have analyzed large (100-member) ensembles of climate model simulations of tropical volcanic erup-
tions with stratospheric sulfur injections between 2.5 and 20 Tg(S). The idealized prescribed stratospheric 
aerosol optical properties have been constructed with the EVA forcing generator. The main motivation for 
this approach was that the analysis of simulations using reconstructed aerosol distributions from historical 
eruptions does not allow to identify if differences between responses are related to differences in strength of 
the eruption or differences in the distribution of the aerosol cloud that is in particular influenced by location 
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Figure 11.  Simulated near-surface (2 m) air temperature anomalies averaged over 55°N–80°N and 10°E–90°E versus polar vortex zonal mean zonal wind 
anomalies at 10 hPa averaged over 55°N–65°N in first posteruption winters (DJF). Right panel: individual ensemble members of the EVA-ENS experiments 
with injections of 2.5 (red), 5 (yellow), 10 (purple), and 20 (green) Tg(S) and the Pinatubo experiment (gray). The dashed line is the result of a linear regression 
including all shown experiments. Left: Ensemble mean values with error bars indicating twice the standard error. DJF, December–February.



Journal of Geophysical Research: Atmospheres

and time of an eruption. Our EVA-generated aerosol distributions have the important advantage that even 
for very different eruption strengths they are differing mostly in terms of magnitude of extinction rates, but 
not in the spatial pattern and time evolution.

A central result of our analysis is that for injection amounts of 5–20 Tg(S) the MPI-ESM simulates statis-
tically significant ensemble mean, that is, forced, boreal winter polar vortex strengthenings (Figures  4a 
and 6). For the small injection of 2.5 Tg(S), the vortex response is indistinguishable from zero. Individual 
ensemble members can also show weak vortex anomalies for all eruption strengths.

Moreover, we have shown that the vortex response for the 2.5 Tg(S) eruption is significantly weaker than 
for larger eruptions, even if linearly scaled to the larger eruption (Figure 7), which suggests the existence of 
a threshold for the forced response of the Arctic stratospheric polar vortex, implying a nonlinearity of this 
response. This corroborates an earlier finding of Bittner, Schmidt, et al. (2016) gained from the simulation 
of historical eruptions that the inclusion of small eruptions in an analysis of circulation responses to vol-
canic aerosol distribution makes the identification of signals more difficult. Adding to this result, we have 
now shown that at least for the MPI-ESM this is clearly influenced by the size of the eruptions, even if lo-
cation and timing of them were identical. However, our results suggest that a statistically significant vortex 
strengthening can be simulated already for an eruption of about half the strength of the Pinatubo eruption.

The exact cause for the existence of a threshold remains somewhat unclear. Moreover, we cannot say if 
the threshold limits a range of a zero forced response or if it just represents a detection threshold for the 
given ensemble size. Part of the nonlinearity can be explained by the stronger than linear increase of in-
frared AOD with the injection amount. However, also the weakest injection of our simulations (2.5 Tg[S]) 
causes a statistically significant warming in the tropical lower stratosphere, and a statistically significant 
westerly anomaly of zonal winds in the subtropical lower stratosphere (Figures 4d and 6). Bittner, Tim-
mreck, et al. (2016) argued that this early winter zonal wind change at low latitudes would allow a more 
equatorward planetary wave propagation and subsequently a vortex strengthening over the course of the 
winter. Our analysis shows a poleward-directed EP-flux anomaly in the lower midlatitude stratosphere for 
all injection amounts from late autumn to early spring. However, in the 2.5 Tg(S) ensemble mean, such EP-
flux anomalies are statistically significant only in a very small altitude range (Figure 8). Furthermore, the 
occurrence of westerly anomalies in the vortex region happens later the smaller an injection is. We conclude 
that for an injection as small as 2.5 Tg(S), the wave propagation is not altered sufficiently to noticeably affect 
the polar vortex.

A polar vortex strengthening could be considered of mainly academic interest. However, earlier studies 
have argued that the stratospheric Arctic polar vortex can influence surface weather on a variety of time 
scales through dynamical downward coupling (e.g., Kidston et al., 2015). More specifically, anomalously 
warm winters in Northern Eurasia as observed after the Pinatubo eruption have been linked to polar vortex 
strengthenings induced by volcanic stratospheric sulfate aerosol. Polvani et al. (2019) questioned this, argu-
ing that the internal variability at this time and region is too large for an individual event to be unambigu-
ously attributed to a volcanic eruption, and showed that in ensemble simulations with three comprehensive 
climate models the mean winter temperature anomaly spatially averaged over 40°N–70°N and 0°E–150°W 
is close to zero. While this is true also for our simulations, the results are different for smaller, more norther-
ly regions. Near-surface air temperature averaged over 55°N–80°N and 10°E–90°E has, for example, a warm 
anomaly of about 0.8 K in the ensemble mean for an injection of 10 Tg(S), that is, only slightly larger than 
estimates for the Pinatubo eruption. While many individual ensemble members show negative anomalies 
even for this small region, the probability of warmer than normal winter temperatures clearly increases 
with the strength of the injection. It is interesting to note that the same model produces no statistically sig-
nificant winter warming for a simulation of the Pinatubo eruption using an aerosol distribution prescribed 
following the Stenchikov climatology. This suggests that not only the amount of injected sulfur but also 
specifics of the aerosol pattern may be relevant for the downward propagation of a stratospheric anomaly 
which we think mandates further research to be better understood.

A central disadvantage of studies like this is that results are model dependent. The polar vortex response to 
greenhouse gas forcing, for example, has been shown to differ among models (Manzini et al., 2014). While 
this particular model is in many respects relatively typical for state-of-the-art CMIP-type climate models, 
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it is known to neglect some processes, for instance it uses prescribed instead of interactive aerosols and 
chemistry. In particular, interactive ozone has been shown to influence circulation responses to stratospher-
ic events (Haase & Matthes, 2019; Lin et al., 2017; Romanowsky et al., 2019) and to alter the temperature 
response to volcanic aerosols (Muthers et al., 2015). To our understanding, however, it remains to be shown 
if interactive ozone is crucial to realistically represent the circulation response to volcanic eruptions. Addi-
tionally, the increase of model resolution could improve model dynamics. Here, we are thinking specifically 
of a higher vertical resolution that would enable the simulation of a QBO which is known to impact the 
polar vortex and to interact with the aerosol distribution (Niemeier & Schmidt, 2017). Due to computing 
time limitations, the chosen model configuration can be seen as a compromise necessary to produce a large 
ensemble. The next big volcanic eruption, as well observed as it may be, will not answer the question of 
what the forced circulation response to an eruption is. Natural variability of both features, the Arctic strato-
spheric polar vortex and near-surface air temperatures in Northern Eurasia, is large, and it is likely that the 
next posteruption winter will remain inside the observed year-to-year variability. Further proxy studies for 
historical eruptions may help to improve the identification of surface temperature responses although they 
include large uncertainties themselves. We argue that large ensemble simulations with other and improved 
climate models are another option to make progress. The CMIP6 Model Intercomparison Project on the 
climatic response to Volcanic forcing (VolMIP, Zanchettin et al., 2016) could provide an important step in 
this direction.

Data Availability Statement
For obtaining the code of the MPI-ESM (we have used version 1.1.00p2), please follow the instructions 
at https://mpimet.mpg.de/en/science/modeling-with-icon/code-availability. Information on how to ac-
cess the MPI-GE output (used here for the Pinatubo eruptions) are available: https://mpimet.mpg.de/en/
grand-ensemble. Further data and scripts used in the analysis and other supplementary information that 
may be useful in reproducing this work are archived by the Max Planck Institute for Meteorology under 
http://hdl.handle.net/21.11116/0000-0007-8B38-E.
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