
1. Introduction
The major source of Earth's atmosphere is the volatile release from the interior, at least since the late Hadean. 
Earlier stages of the atmosphere include the primordial atmosphere accreted from the solar nebular, and the 
primary atmosphere outgassed from the Hadean magma ocean (Ortenzi et al., 2020; Van Hoolst et al., 2019). 
Both were lost to space, at least to a large extent, by hydrodynamic escape and impact erosion (e.g., Gaillard & 
Scaillet, 2014; Lammer et al., 2008; Zahnle et al., 2010). The build-up, density and composition of the second-
ary atmosphere on early Earth was crucial for the emergence and evolution of life (e.g., Gargaud et al., 2013; 
Miller, 1953). Since these factors depend on the volatiles released from the interior, the amount and composition 
of the volatiles are essential and require detailed investigation.

It is assumed that today intrusive magma production rates are significantly higher compared to extrusive rates 
(Crisp, 1984; Shinohara, 2008) and were probably also considerably higher during the Archean (Jain et al., 2019; 
Lourenço et al., 2018, 2020; Rozel et al., 2017). Therefore, intrusive volatile release is a crucial process in the 
examination of Earth's atmosphere. While recent models have focused extensively on extrusive outgassing (e.g., 
Dorn et al., 2018; Grott et al., 2011; Kite et al., 2009; Noack et al., 2017; Ortenzi et al., 2020), intrusive vola-
tile release is often neglected when estimating the outgassing fluxes of early atmospheres. However, there are 
some studies addressing the topic of intrusive volatile release (e.g., Degruyter et al., 2019; Edmonds et al., 2022; 
McKay et  al.,  2014; Nava et  al.,  2021; Parmigiani et  al.,  2017). McKay et  al.  (2014) and Nava et  al.  (2021) 
attempted to match proxies of climate changes coinciding with large igneous provinces (LIPs) by considering 
the impact of intrusive outgassing. To link these events, they applied different approaches. McKay et al. (2014) 
simulated the influence of the Columbia River Basalts accounting for intrusive (“cryptic”) degassing by adding 
a factor of 2.0–6.4 to the extrusive outgassing of the sub-aerial basalts. Nava et al.  (2021) measured the CO2 
content of melt inclusions, the bubbles trapped in these inclusions as well as the CO2/Ba and CO2/Nb ratios of the 
Deccan Traps. The measurements are used to reconstruct the initial CO2 content of the melt. Both studies infer 
that extrusive outgassing alone is insufficient to cause the climate change following the LIP eruptions. However, 
if the intrusive release of volatiles is accounted for, LIPs could at least partially explain the climate change. These 
studies represent meaningful contributions to the significance of intrusive volatile release, although they lack 
a detailed investigation of the formation of the volatile phase itself, particularly at high pressures. Parmigiani 
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et al. (2017) and Degruyter et al. (2019) focused on modeling the possibility of gas bubble migration and channel 
formation, considering mainly the spatial and volumetric distribution between bubbles and crystals. Their results 
show that at least half of the initial H2O is lost within a crystal fraction range of 0.4–0.7 at 0.2 GPa. This work 
provides important insights into the process of intrusive degassing. Although, it would be necessary to examine 
the entire crystallization process for a wider pressure range determining the total release of the volatiles from 
intrusions. Neither of the studies mentioned above consider the effect of fractional crystallization and volatile 
solubility on the volatile release which is necessary to quantify the contribution of intrusive volatile release to 
the total outgassing.

One reason why intrusive volatile release has often been neglected in previous models is the high solubility of 
the volatiles, such as H2O and CO2. At high pressure, they are completely dissolved in the melt and unable to 
be released (e.g., Gaillard & Scaillet, 2014; Iacono-Marziano et al., 2012; Parfitt & Wilson, 2008). However, 
one could postulate that this might be different when considering the effect of fractional crystallization. 
Due to cooling, nominally mafic minerals precipitate and deplete the residual melt in compatible elements. 
Instead, incompatible elements and molecules (including volatiles) cannot be incorporated into the crystal 
lattice of nominally mafic minerals due to their large ionic radius and/or charge. Thus, the volatiles accumu-
late within the melt. The progressive enrichment of the volatiles in the melt leads to oversaturation and to the 
exsolution of a volatile phase (e.g., Holloway & Blank, 1994; Parfitt & Wilson, 2008; Petrelli et al., 2018; 
Wallace et al., 1995; Zhang et al., 2007) even at high pressures. This exsolved volatile phase is buoyant and 
we assume that it ascends through already existing cracks and fissures or generates new cracks due to its own 
overpressure. This way, the released volatiles could reach the surface to contribute to the composition of the 
atmosphere.

The aim of this study is to quantify the effect of fractional crystallization during magma body crystallization 
on the volatile release. For this purpose, we developed a novel numerical model to simulate the release of H2O 
and CO2. In contrast to previous studies, we examine the formation of a volatile phase by considering (a) the 
effects of fractional crystallization in combination with the solubility of the volatiles, and (b) the concurrent 
formation of hydrous phases as well as the influence of the volatiles on the buoyancy of the melt. We compare 
the impact  of these mechanisms on the volatile release and discuss the likelihood of a volatile phase reaching 
the surface. We present the resulting volatile release efficiencies depending on our model assumptions for the 
entire pressure range of the lithosphere (10 −4 to 3 GPa) and the whole crystallization process from liquidus 
to solidus. Finally, we quantify the contribution of the intrusive volatile release to the total magmatic outgas-
sing flux. This quantification is essential for further studies to improve the determination of the composition 
and development of the secondary atmosphere. Our model can be applied to any possible scenario related to 
intrusions, whether on a local scale, such as the formation of ore deposits or the impact of intrusive volatile 
release at a particular location, or on a global scale, such as the determination of volatile fluxes and cycles on 
the early Earth and today.

2. Methods
In this study, we quantify the amount of volatiles that can be released from an emplacement of a basaltic magma 
body within the lithosphere by applying our newly developed numerical model. It is thought that the Earth's 
uppermost mantle has had a similar oxidation state as today, at least since the early Archean (e.g., Canil, 1997; 
Delano, 2001; Li & Lee, 2004; Scaillet & Gaillard, 2011; Trail et al., 2011). For this reason, the release of 
hydrogen and carbon within the lithosphere can be constrained to the oxidizing species H2O and CO2. In our 
model, we exclusively consider basaltic melts. The effect of fractional crystallization on the distribution of 
the major components between the liquid an the solid is neglected for simplicity (except for H2O and CO2). 
However, the potential implications of using a more complex model that accounts for this process are discussed 
in Section 4.

First, we describe the implementation of fractional crystallization and release of volatiles upon exceeding solubil-
ity. We then describe different elements of increasing complexity within our model, including the determination 
of melt buoyancy as well as the formation of hydrous minerals. Our model is implemented in and evaluated with 
MATLAB, but any other programming language is equally suitable.
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2.1. Fractional Crystallization

At the beginning of the simulation, the melt fraction (F) is 1. At each iteration 
step, the melt fraction is reduced by a pre-defined increment (e.g., ΔF = 0.01, 
Figure 1). The respective new melt fraction of the whole system (F N) is calcu-
lated by multiplying the old melt fraction (F O) with 1 − ΔF:

𝐹𝐹
𝑁𝑁 = 𝐹𝐹

𝑂𝑂(1 − Δ𝐹𝐹 ) (1)

The simulation ceases if F N reaches a lower threshold value, which is set to 
0.01 (1% melt left). Since the exact threshold value terminating a crystal-
lization process is unknown, we varied this threshold value and found that 
the influence on the results is negligible (see Supporting Information S1). 
To compute the ongoing crystallization, we apply the equation of fractional 
crystallization (e.g., Gast, 1968; Shaw, 1970):

𝐶𝐶𝐿𝐿 = 𝐶𝐶0𝐹𝐹
𝐷𝐷−1 (2)

where CL is the concentration of a specific element or molecule (here H2O or 
CO2) in the liquid and C0 is the initial concentration of this element or mole-
cule in the system. D is the partition coefficient between the melt and the 
mafic minerals of a certain element or molecule. Based on literature values, 
the partition coefficient of H2O 𝐴𝐴

(

𝐷𝐷H2O

)

 is assumed to be 0.01 (Dixon et al., 
1988; P. Michael, 1995; P. J. Michael, 1988) and that of CO2 𝐴𝐴

(

𝐷𝐷CO2

)

 0.001 
(e.g., Rosenthal et al., 2015; Workman & Hart, 2005, for detail see Support-
ing Information S1).

It should be noted that during crystallization the content and solubility of the 
volatiles change, as does temperature, density and melt fraction. Since there is 
a strong feedback between the decreasing melt fraction and the temperature, 
the solubility and the density (leading potentially to a rise of melt during the 
crystallization or exsolution of volatiles), it is not possible to solve Equa tions 1 

and 2 as such. Instead, we need to discretize the crystallization to take the changing conditions into account. In our 
calculation, F is replaced by 1 − ΔF in Equation 2. This is because we assume that the melt is directly separated 
from the precipitated crystals. At each iteration step, CL must be considered as a new, separated system 𝐴𝐴

(

𝐶𝐶
𝑁𝑁

𝐿𝐿

)

 that 
is entirely molten (Figure 1). Hence, the local old melt fraction of the liquid system from the previous step 𝐴𝐴

(

𝐹𝐹
𝑂𝑂

𝐿𝐿

)

 
is always 1 and the local new melt fraction of the liquid system of the current step 𝐴𝐴

(

𝐹𝐹
𝑁𝑁

𝐿𝐿

)

 is 1 − ΔF. The modified 
equation to calculate the current amount of H2O or CO2 in the liquid for each iteration step is therefore:

𝐶𝐶
𝑁𝑁

𝐿𝐿
= 𝐶𝐶

𝑂𝑂

𝐿𝐿
(1 − Δ𝐹𝐹 )

𝐷𝐷−1 (3)

𝐴𝐴 𝐴𝐴
𝑂𝑂

𝐿𝐿
 is the concentration of H2O or CO2 in the liquid from the preceding iteration step.

2.2. Temperature Calculation

The pressure is a fixed parameter in our calculations, which we chose depending on the depth of the hypothetical 
intrusion (unless buoyancy of melt is considered, see Section 2.4). In contrast, the temperature is decreasing within 
a molten body, causing crystallization and therefore lowering the melt fraction. For this reason, at each iteration 
step we calculate the temperature for a specific pressure. We do this by parameterizing the hydrated solidus and 
liquidus line for basalt of Mysen and Richet (2018) with the experimental data from Lambert and Wyllie (1972). 
The resulting best fit polynomial to calculate the liquidus temperature (Tliq) and the solidus temperature (Tsol) is 
valid over the pressure range of 0.2–3.4 GPa.

𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠 = −43.037𝑃𝑃 3 + 279𝑃𝑃 2 − 495.81𝑃𝑃 + 1161.3 (4)

𝑇𝑇𝑙𝑙𝑙𝑙𝑙𝑙 = −9.6265𝑃𝑃 3 + 69.821𝑃𝑃 2 − 138.79𝑃𝑃 + 1446.6 (5)

Figure 1. Sketch of the process of fractional crystallization including the 
main equations of this study. The numbers on the left indicate the melt fraction 
at the beginning (F = 1) and at the end (F = 0) of a complete crystallization 
process. F N is the new melt fraction of each iteration step, while F O is the old 
melt fraction from the previous step. ΔF is a pre-defined increment (e.g., 0.01) 
by which the melt fraction F O is reduced in each iteration step. The yellowish 
area (in the middle) represents 𝐴𝐴 𝐴𝐴

𝑁𝑁

𝑆𝑆
 , which is the concentration of H2O or CO2 

in the solid that is just crystallizing during the current iteration step. The gray 
area (at the bottom) represents the added-up amount of H2O or CO2 in the 
solid from previous simulation steps 𝐴𝐴

(

𝐶𝐶
𝑂𝑂

𝑆𝑆

)

 . 𝐴𝐴 𝐴𝐴
𝑂𝑂

𝑆𝑆
 multiplied by 1 − F O yields 

the volume-dependent total concentration of H2O or CO2 stored in the solid 
material expressed as a whole system from all previous iteration steps. The 
reddish area (at the top) represents the new concentration of H2O or CO2 in the 
liquid of the current iteration step 𝐴𝐴

(

𝐶𝐶
𝑁𝑁

𝐿𝐿

)

 . Multiplying 𝐴𝐴 𝐴𝐴
𝑁𝑁

𝐿𝐿
 with the new melt 

fraction F N equals the volume-dependent total concentration of H2O or CO2 
present in the remaining melt expressed as a whole system. The dashed area 
depicts the old concentration of H2O or CO2 in the liquid from the previous 
iteration step 𝐴𝐴

(

𝐶𝐶
𝑂𝑂

𝐿𝐿

)

 .
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The lithostatic pressure (P) is in GPa and Tsol and Tliq are in K. The resulting temperature (T) of the system for the 
specific pressure and the current melt fraction (F N) is calculated in K as well:

𝑇𝑇 = 𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠 + 𝐹𝐹
𝑁𝑁 (𝑇𝑇𝑠𝑠𝑙𝑙𝑙𝑙 − 𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠) (6)

As already mentioned, the evolution of the major elements in the melt from a basaltic towards an andesitic 
composition (Grove & Kinzler, 1986) is not taken into account for simplicity. For this reason, the change in 
solidus and liquidus temperature with composition is also not considered. Nevertheless, we tested the possible 
effects of taking such a compositional change into account (see Section 4.1). For this purpose, we parameterized 
the hydrated solidus and liquidus line for a tonalitic composition of Stern et al. (1975). The parameterization is 
valid over the pressure range of 0.2–3 GPa.

𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠𝑡𝑡
= −22.526𝑃𝑃 3 + 155.01𝑃𝑃 2 − 270.69𝑃𝑃 + 1039.9 (7)

𝑇𝑇𝑙𝑙𝑙𝑙𝑙𝑙𝑡𝑡
= −6.8584𝑃𝑃 3 + 75.09𝑃𝑃 2 − 179.88𝑃𝑃 + 1330.9 (8)

2.3. Solubility and Volatile Release

The solubility of the volatiles in the melt is obtained by applying the solubility law of Parfitt and Wilson (2008). 
The quantity of volatiles that can be dissolved in a basaltic melt (H2Odis and 𝐴𝐴 CO2𝑑𝑑𝑑𝑑𝑑𝑑 ) is computed in wt.% and 
pressure is in MPa:

H2O𝑑𝑑𝑑𝑑𝑑𝑑 = 0.1078𝑃𝑃
0.7

H2O
 (9)

CO2𝑑𝑑𝑑𝑑𝑑𝑑 = 0.0023𝑃𝑃CO2 (10)

The partial pressure of either H2O or CO2 (𝐴𝐴 𝐴𝐴H2O
 or 𝐴𝐴 𝐴𝐴CO2

 ) is computed iteratively from the lithostatic pressure 
(P). We apply the bisection method, a mathematical method of finding a solution by repeated subdivision into 
intervals. This is done to derive the correct value for 𝐴𝐴 𝐴𝐴H2O

 and 𝐴𝐴 𝐴𝐴CO2
 in the volatile phase in equilibrium with the 

melt. We assume that H2O and CO2 are the only species present in the gas phase. Therefore, the exsolution of H2O 
and CO2 is intrinsically coupled, even though the applied solubility laws have been derived for pure species (see 
Supporting Information S1 for a comparison of pure-species and mixed-species solubility laws).

Furthermore, we consider that the amount of dissolved volatiles does not exceed the actual amount of volatiles 
available in the system. If the melt volatile content exceeds the solubility threshold, volatile release occurs. In 
this case, the quantity of H2O and CO2 that can be dissolved in the melt is the new concentration of the respective 
volatile species in this melt (𝐴𝐴 𝐴𝐴

𝑁𝑁

𝐿𝐿
 ).

2.4. Density of the Melt

Due to crystallization, the remaining melt is increasingly saturated with volatiles. This should have a considerable 
effect on the density of the melt. If the melt is less dense than the surrounding rock, buoyant rise should occur. Such 
an ascent would lead to a decline in pressure and thus solubility (e.g., Gaillard & Scaillet, 2014; Holloway, 1998; 
Holloway & Blank, 1994; Iacono-Marziano et  al.,  2012; Newman & Lowenstern, 2002; Papale, 1997, 1999; 
Parfitt & Wilson, 2008; Shinohara, 2008), which in turn influences the release of the volatiles. In this study, we 
investigate two scenarios: (a) In the first scenario, the density of the melt relative to the surrounding solid (and 
the potential buoyancy of the melt) is not considered, hence the pressure would remain constant while the melt is 
solidifying. (b) In the second scenario, the buoyancy of the melt is taken into account. We compute the density 
of the melt ρL, each crystallization step applying the equation of state (EOS) after Lesher and Spera (2015). For 
this melt density calculation, a melt composition is required. The melt composition used to calculate the density 
is that of a tholeiitic glass sample (sample 519 4-1 from Bryan and Moore (1977), which is listed in Table S1 of 
Supporting Information S1). The current amount of H2O and CO2 in the melt 𝐴𝐴

(

𝐶𝐶
𝑁𝑁

𝐿𝐿

)

 of each individual iteration 
step (after subtracting the amount released) is added to this melt composition which does not include H2O and 
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CO2. We note again that the change of main components in the melt due to fractional crystallization is neglected 
for simplicity in this model. However, the effect of this process on the melt density is discussed in Section 4.2.

Figures 2a and 2b illustrate the considerable impact of water on the melt density. With increasing H2O content and 
temperature, the melt density decreases significantly (Figure 2a). In contrast, the density of the melt is increasing 
as a function of pressure (Figure 2b). The influence of CO2 on the melt density is shown in Figures 2c and 2d.

Subsequently, we compare the density of the evolving melt with the density of the surrounding rock. For the 
latter, we apply the Preliminary reference Earth model (PREM) of Dziewonski and Anderson (1981). The density 
transitions in the pressure range of interest (10 −4 to 3 GPa) according to the PREM are at 0.38 GPa (bottom of 
upper crust) and at 0.65 GPa (bottom of lower crust). The density of the host rock is 2,600 kg/m 3 from the surface 
down to 0.38 GPa and 2,900 kg/m 3 from 0.38 to 0.65 GPa. If the density of the melt is larger than the density 
of the host rock, the melt is gravitationally stable, no ascent occurs and the calculation continues unchanged. In 
contrast, if the density of the remaining liquid is lower than the density of the solid rock, the melt ascends. For 
simplicity, we assume that exclusively the liquid phases are rising (melt and volatile phase) without any solid 
cumulates. In nature, however, it is likely that the melt crystallizes at least partially on its way up and may thus 
drag some crystals with it (see Discussion Section 4.2). Moreover, we expect the melt and the volatile phase 
to ascend separately, as it is anticipated for mafic melts (if the velocity of the volatile phase is higher than the 
velocity of the melt, Gonnermann & Manga, 2007). According to the density changes of the host rock (PREM), 
the melt either rises to the bottom of the upper crust (0.38 GPa), where it can intrude, or it directly ascends to 
the surface. In both cases, the temperature in K is adiabatically scaled up, from the pressure and the temperature 

Figure 2. Variation of the melt density (color map in kg/m 3) as a function of (a and b) the H2O and (c and d) the CO2 content and the temperature or the pressure. In (a 
and b) the H2O and in (c and d) the CO2 content is set to zero, respectively. In (a and c) the pressure is 1 GPa and in (b and d) the temperature is 1200 K.
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at depth (Pdown and Tdown, respectively) to the pressure and temperature of the upper crust (3.8 × 10 8 Pa) or the 
surface (10 5 Pa; Pup and Tup, respectively):

𝑇𝑇𝑢𝑢𝑢𝑢 = 𝑇𝑇𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 exp

(

−𝛼𝛼

𝜌𝜌𝐿𝐿𝐶𝐶𝑢𝑢
(𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 − 𝑃𝑃𝑢𝑢𝑢𝑢)

)

 (11)

The density of the melt (ρL) is calculated using the EOS after Lesher and Spera (2015) as described above. The 
heat capacity of the melt (Cp) is calculated after Noack et al. (2016):

𝐶𝐶𝐶𝐶 = Σ
𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑋𝑋𝑚𝑚

𝑋𝑋𝑚𝑚𝑀𝑀𝑚𝑚

 (12)

where Xi is the mole fraction, Cpm,i is the molar heat capacity and Mi is the molar mass of the ith oxide compo-
nent of the melt composition specified above. The values of Cpm,i (J × K −1 × gfw −1) are taken from Lesher and 
Spera (2015). The thermal expansion coefficient of the melt (α) is calculated after Lesher and Spera (2015) for a 
melt assemblage similar to the formula used in Noack et al. (2016):

𝛼𝛼 =

∑

𝑋𝑋𝑖𝑖

⎛

⎜

⎜

⎜

⎝

(

𝛿𝛿𝛿𝛿𝑖𝑖

𝛿𝛿𝛿𝛿

)

𝑃𝑃

𝛿𝛿𝑖𝑖

𝜌𝜌𝐿𝐿

𝜌𝜌𝑖𝑖

⎞

⎟

⎟

⎟

⎠

 (13)

Xi is the mole fraction, 𝐴𝐴

(

𝛿𝛿𝛿𝛿𝑖𝑖

𝛿𝛿𝛿𝛿

)

𝑃𝑃

 is the thermal expansion, Vi is the partial molar volume and ρi the density of the 

ith oxide component of the melt composition specified above. The values of 𝐴𝐴

(

𝛿𝛿𝛿𝛿𝑖𝑖

𝛿𝛿𝛿𝛿

)

𝑃𝑃

 and Vi are listed in, and ρi is 
calculated after Lesher and Spera (2015).

It should be noted at this point that intrusive and extrusive volatile release cannot always be completely separated 
from each other. We assume that the majority of extrusions were previously intrusive, since the melt probably 
partially emplaces within the crust before reaching the surface (thus they should be counted as intrusive-extrusive 
cases). In this study, we refer to any volatile release from a melt that has intruded within the lithosphere at some 
point as intrusive release. However, the intrusive-extrusive cases occur only for relatively high initial volatile 
contents (see Discussion Section 4.1). In our model, the melt is not ascending at a melt fraction of less than 
0.07 (F N < 0.07) even if it has a lower density than the surrounding rock. A melt fraction of 7% is suggested to 
indicate the melt-connectivity transition (Rosenberg & Handy, 2005). When crystallization has progressed to the 
point where the melt pockets are no longer connected, buoyant rise is not expected. Rosenberg and Handy (2005) 
assume that this melt-connectivity transition of 7% to be identical for melting and for crystallization. There-
fore, we adopt a minimal melt fraction of 7% below which we consider an ascent of the remaining melt to be 
unlikely. Though, this value could potentially be lowered down to 2%–3% (Fraeman & Korenaga, 2010; Noack 
et al., 2012).

If the melt rises, there are three possible scenarios that can occur. (a) The adiabatically scaled up temperature of 
the melt (Tup) is higher than the liquidus temperature (Tliq) calculated for the specific pressure within the crust or 
at the surface (Pup). (b) Tup is between Tliq and Tsol. We assume here that in this case the melt fraction is 1 again, 
since only the melt (without crystals) is rising. Thus, the current temperature of the melt has to be calculated as 
in Equation 6, but by exchanging the melt fraction with a recalculated melt fraction for the new pressure. (c) Tup 
is lower than Tsol. In this case, the melt is not rising in our simulations but emplaces. This can be justified by the 
reasonable assumption that the melt would completely crystallize during its way up (otherwise the adiabatically 
calculated temperature of the melt would not be lower than the solidus temperature). Further, we assume that 
in scenario (c) the solidification would occur shortly after the melt begins to rise. Our assumption is based on 
several simulation runs under varying initial conditions. All of these runs reveal that the difference between the 
temperature of the melt and the solidus temperature prior to ascent is minor. Furthermore, this case only applies if 
we adopt a minimum melt fraction of 0.03 (instead of 0.07). We therefore assume that buoyancy is unlikely under 
these conditions, so we prevent the melt from rising by not adjusting the pressure and temperature condition in 
such a case.
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In addition, the hydrated solidus and liquidus temperatures (Tsol and 
Tliq) as well as the melt temperature are recalculated for the specific Pup 
by applying Equations  4–6. This can cause a numerical issue since we 
use the parameterization of the hydrated solidus and liquidus to calcu-
late Tsol and Tliq as explained above. However, from 3  GPa upwards to 
lower pressures, the hydrated solidus curve first decreases to a minimum 
temperature of 887.69 K (Tmin) at 0.12 GPa before it rises again (Mysen 
& Richet, 2018). This can cause that the temperature calculated for the 
ascended melt is higher than the temperature calculated at depth. Since a 
temperature increase during buoyant ascent is unlikely, we set Tsol equal 
to Tmin in such a case (Tsol  =  887.69  K) to prevent model inconsisten-
cies. This minimum solidus temperature is applied exclusively in the 
case of melt ascent from the crust to the surface (if the pressure is below 
0.12 GPa). The reason for the high solidus temperatures near the surface 
is that generally less volatiles are present in the melt compared to greater 
depths. Since the solubility of H2O and CO2 decreases together with the 
pressure (e.g., Gaillard & Scaillet,  2014; Holloway,  1998; Holloway & 
Blank, 1994; Iacono-Marziano et al., 2012; Newman & Lowenstern, 2002; 
Papale,  1997,  1999; Parfitt & Wilson,  2008; Shinohara,  2008, see 
Section 3.1), less H2O and CO2 can be dissolved within the melt close 
to the surface, which leads to an increase of the solidus temperature 
(Dasgupta, 2018). However, this is only true for a system in equilibrium, 
which is probably not the case for an ascending melt. However, the fixa-
tion of Tsol to Tmin also depresses the melt temperature, leading to a higher 
melt density and thus to a slightly delayed ascent.

2.5. Hydrous and C-Bearing Minerals

Depending on the pressure and temperature conditions, hydrous phases (e.g., amphiboles) are able to incorporate 
certain quantities of OH. In the context of intrusions, such minerals could either precipitate directly from the 
melt during fractional crystallization or they might form when the volatile phase separates from the melt and 
reacts with the surrounding mantle. We consider this effect in our simulations by interpolating the data given 
by Iwamori (1998), Iwamori (2004, 2007), Nakagawa et al. (2015), and Nakagawa and Iwamori (2017) for the 
pressure and temperature range of interest (Figure 3). This diagram comprises the solubility of H2O in hydrous 
minerals as a function of pressure and temperature for a mid-ocean ridge basalt composition with the data from 
Schmidt and Poli  (1998) and references therein. However, it is important to keep in mind that not all of the 
phases indicated in Figure 3 can crystallize from a basaltic melt because of the high basaltic solidus temperature 
(Schmidt & Poli, 1998). To trace the possible crystallization range in our model, we have added the parameterized 
solidus and liquidus from Equation 4 and 5 in the figure.

A MATLAB function is used to return the amount of H2O that can be incorporated into the phase assem-
blage of a basaltic rock 𝐴𝐴

(

𝐶𝐶𝑆𝑆ℎ𝑦𝑦𝑦𝑦

)

 under the distinct pressure and temperature conditions. Therefore, 𝐴𝐴 𝐴𝐴𝑆𝑆ℎ𝑦𝑦𝑦𝑦
 is the 

maximal amount of H2O consumed by both, hydrous as well as nominally anhydrous minerals. If we take the 
formation of hydrous minerals into account, for each iteration step, a different way of calculating 𝐴𝐴 𝐴𝐴

𝑁𝑁

𝐿𝐿
 must be 

applied. So far, the current H2O content of the melt (𝐴𝐴 𝐴𝐴
𝑁𝑁

𝐿𝐿
 , which is needed to calculate the solubility of volatiles) 

was obtained by applying the equation of fractional crystallization (Equation 3). Since the partition coefficient 
(D) exclusively accounts for the amount of a certain element or molecule (in this case H2O or CO2) that can be 
incorporated by nominally anhydrous minerals (such as olivine and pyroxene), D is not sufficient to account 
for the amount of H2O that can be incorporated into hydrous minerals. Depending on the pressure and temper-
ature conditions, significantly more water partitions into the solid when hydrous phases are formed. According 
to our model, hydrous minerals crystallizing from a basaltic melt can contain up to 1.2 wt.% H2O until the 
solidus is reached (Figure 3). For comparison, nominally anhydrous minerals, stable in a basaltic melt can 
only incorporate about 0.1–0.15 wt.% H2O (Aubaud et al., 2004; Hauri et al., 2006). Thus, the redistribution 

Figure 3. H2O solubility [wt.%] in hydrous phases of a mid-ocean ridge 
basalt composition as a function of pressure and temperature. 𝐴𝐴 𝐴𝐴H2O

 is the 
amount of H2O that can be incorporated into the phase assemblage. The data is 
interpolated from the phase diagram of Iwamori (1998), Iwamori (2004, 2007), 
Nakagawa et al. (2015), and Nakagawa and Iwamori (2017). This diagram is 
based on the data from Schmidt and Poli (1998) and references therein. The 
black line indicates the solidus curve and the red line the liquidus curve of a 
hydrated basalt after Mysen and Richet (2018).
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of H2O between solid and liquid is now no longer calculated via D but via the maximum water capacity of the 
crystals 𝐴𝐴

(

𝐶𝐶𝑆𝑆ℎ𝑦𝑦𝑦𝑦

)

 .

At first, it is necessary to compute XS and XL. These variables represent the volume-dependent amount of H2O or 
CO2 in the solid or liquid, respectively, expressed as a whole system. The quantity of H2O in the volume-dependent 
solid system of the current step 𝐴𝐴

(

𝑋𝑋
𝑁𝑁

𝑆𝑆

)

 is required to obtain the current H2O content of the melt 𝐴𝐴
(

𝐶𝐶
𝑁𝑁

𝐿𝐿

)

 . 𝐴𝐴 𝐴𝐴
𝑁𝑁

𝑆𝑆
 is 

calculated by adding the concentration of H2O in the solid that is currently crystallizing 𝐴𝐴
(

𝐶𝐶𝑆𝑆ℎ𝑦𝑦𝑦𝑦

)

 to the sum of 
the amount of H2O from the previous iteration steps 𝐴𝐴

(

𝐶𝐶
𝑂𝑂

𝑆𝑆

)

 . The volume dependence is established by multiplying 
the respective amount of H2O in the solid (from the current and previous iteration steps) with the regarding melt 
fraction. This melt fraction is the difference between F O and F N for 𝐴𝐴 𝐴𝐴𝑆𝑆ℎ𝑦𝑦𝑦𝑦

 and 1 − F O for 𝐴𝐴 𝐴𝐴
𝑂𝑂

𝑆𝑆
 (Figure 1).

𝑋𝑋
𝑁𝑁

𝑆𝑆
= 𝐶𝐶𝑆𝑆ℎ𝑦𝑦𝑦𝑦

(

𝐹𝐹
𝑂𝑂 − 𝐹𝐹

𝑁𝑁
)

+ 𝐶𝐶
𝑂𝑂

𝑆𝑆

(

1 − 𝐹𝐹
𝑂𝑂
)

 (14)

The H2O concentration of the currently crystallizing solid phases 𝐴𝐴
(

𝐶𝐶
𝑁𝑁

𝑆𝑆

)

 is calculated by dividing 𝐴𝐴 𝐴𝐴
𝑁𝑁

𝑆𝑆
 by the differ-

ence between the initial melt fraction (Equation 1) and the current melt fraction (F N).

𝐶𝐶
𝑁𝑁

𝑆𝑆
=

𝑋𝑋
𝑁𝑁

𝑆𝑆

1 − 𝐹𝐹𝑁𝑁
 (15)

To obtain the current amount of H2O in the liquid phase 𝐴𝐴
(

𝐶𝐶
𝑁𝑁

𝐿𝐿

)

 , the quantity of H2O in the current total, 
volume-dependent liquid 𝐴𝐴

(

𝑋𝑋
𝑁𝑁

𝐿𝐿

)

 has to be calculated:

𝑋𝑋
𝑁𝑁

𝐿𝐿
= 𝐶𝐶0 −𝑋𝑋

𝑁𝑁

𝑆𝑆
− H2O

𝑡𝑡𝑡𝑡𝑡𝑡

𝑟𝑟𝑟𝑟𝑟𝑟
 (16)

C0 is the initial concentration of H2O here (as we examine the incorporation into hydrous phases) from the begin-
ning of the calculation. If we subtract 𝐴𝐴 𝐴𝐴

𝑁𝑁

𝑆𝑆
 from this initial value, we obtain 𝐴𝐴 𝐴𝐴

𝑁𝑁

𝐿𝐿
 . If release occurred in the previous 

iteration steps, the released volatiles are not part of the system anymore. Thus, the sum of H2O released so far 
𝐴𝐴

(

H2O
𝑡𝑡𝑡𝑡𝑡𝑡

𝑟𝑟𝑟𝑟𝑟𝑟

)

 has to be subtracted from the initial concentration as well.

The current H2O content of the melt 𝐴𝐴
(

𝐶𝐶
𝑁𝑁

𝐿𝐿

)

 is obtained by dividing 𝐴𝐴 𝐴𝐴
𝑁𝑁

𝐿𝐿
 by F N (Figure 1). Subsequently, the solu-

bility is calculated by applying Equations 9 and 10.

In our study, we do not consider the formation of C-bearing minerals. The reason for this is that carbonate 
minerals are not thought to be stable at a pressure lower than ∼2 GPa (Brey et al., 1983; Dasgupta, 2018; Falloon 
& Green,  1989; Yaxley et  al.,  2019). At lower pressures, only nominally carbon-free phases are expected to 
precipitate, and it is assumed that the amount of CO2 that can be incorporated into these phases is insignificant 
(Dasgupta, 2018; Keppler et al., 2003; Shcheka et al., 2006). In our study, the effect of nominally carbon-free 
minerals is covered by the partition coefficient of CO2 between the melt and the solid rock. At higher pressures 
(above 2 GPa), previous studies suggest that about 10 wt.% carbonates (like dolomite or magnesite) are stable in 
a basaltic rock composition (Dasgupta et al., 2004; Hammouda, 2003; Kiseeva et al., 2013). The measured CO2 
content of these minerals is approximately 50 wt.% (Dasgupta et al., 2004; Kiseeva et al., 2013). However, since 
experiments always represent closed systems, CO2 is unable to partition into a volatile phase and rise, so it must 
be squeezed into carbonate minerals. In contrast, we expect under natural conditions a volatile phase (including 
H2O and CO2) to form at pressures lower than 2 GPa instead of carbonate minerals. This volatile phase may 
ascend due to its own overpressure or by already existing cracks or fissures (as mentioned above). Hence, we 
neglect the formation of C-bearing minerals in this study.

In addition, during melting processes under oxidizing conditions CO2 is substantially partitioning into the melt 
(Holloway,  1981; Holloway et  al.,  1992; Ortenzi et  al.,  2020). It can therefore be assumed that under these 
conditions CO2 is not incorporated into the solid either (at least not to a higher quantity as already considered by 
the partition coefficient). The upper mantle is presumably oxidized since the early Archean (e.g., Canil, 1997; 
Delano, 2001; Li & Lee, 2004; Scaillet & Gaillard, 2011; Trail et al., 2011), and thus the effect of C-bearing 
phases on the volatile release can be neglected. However, constraining the exact quantity of CO2 that can be 
exsolved from mafic intrusions would require a detailed phase diagram of the CO2 solubility in a basaltic phase 
assemblage as a function of pressure and temperature (as available for H2O). Unfortunately, there is not enough 
data available from experiments (especially at higher pressures) for the construction of such a phase diagram, 
which also takes into account oxygen fugacity and the possibility of a gas phase rising. Furthermore, a detailed 
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calculation of the melt ascent including the volume of the melt, temperature decrease and accompanying crystal-
lization as a function of time would be required.

3. Results
To examine the influence of the different processes described in Section 2, we first run the simulations without 
taking into account the density of the melt and the formation of hydrous phases. Subsequently, we compare these 
findings with the results of the simulations considering these processes to gain a better understanding of their 
significance.

If not described differently, for all figures the following fixed input parameters are used: The pressure is set 
to 1 GPa, the partition coefficient of H2O to 0.01 and for CO2 to 0.001. For the initial volatile content of the 
melt three different cases are investigated: Case 1 with initially 0.05 wt.%, Case 2 with initially 0.5 wt.% and 
Case 3 with initially 2 wt.% H2O and CO2, respectively. We chose 0.05 wt.% as lower limit according to the 
lowest content of H2O in (depleted) basaltic magmas (e.g., Gaillard & Scaillet, 2014; Gaillard et al., 2021; 
Helo et  al.,  2011; Saal et  al.,  2002). However, for most figures 0.1 wt.% is used as lower limit since 0.05 
wt.% is hardly visible. As an upper limit, we adopted 2 wt.% with respect to the upper H2O content of ocean 
island basalts (OIBs, e.g., Gaillard et al., 2021, and references therein). The value of 0.5 wt.% is chosen as an 
intermediate value. To facilitate the comparison for the release of the volatile species, we set the CO2 content 
equal to the respective H2O value. These values agree well with the literature. The minimum amounts of CO2 
in a (depleted) basaltic magma start at ∼0.02 wt.% (Saal et al., 2002) and the maximum amounts may even go 
beyond the values applied in our study, as high as 5 wt.% (e.g., Gaillard et al., 2021, and references therein). 
For all initial volatile contents, the temperature varies from 1368 K at the onset to 892 K at the end of the 
crystallization process.

3.1. Simplified Model Without Density and Hydrous Phases

To constrain the amount of H2O and CO2 that can be dissolved within a basaltic melt and to benchmark our simu-
lation, we successfully reproduced Figure 3 of Gaillard and Scaillet (2014) apart from sulfur (which is neglected 
in our study; Figure 4a). The temperature is a fixed value of 1573.15 K (1300°C) and the pressure ranges from 
10 −6–10 3 bar (10 −10–10 −1 GPa) as in Gaillard and Scaillet (2014). The solubility calculation of Iacono-Marziano 
et al. (2012) is applied (see Supporting Information S1), which considers the bulk rock composition of an alkali 
basalt from Mt. Etna (sample ETN-1 from Lesne et al. (2011b) and Iacono-Marziano et al. (2012); see Table S1 
in Supporting Information S1). In addition, we display the amount of H2O and CO2 that can be released from the 
melt for comparison. In Figure 4a, the solubility of the two volatile species increases considerably as a function 
of pressure and thus the volatile exsolution decreases. At 1,000 bar, H2O and CO2 are almost entirely dissolved 
within the melt, meaning that almost no release can take place. Moreover, the solubility of CO2 is considerably 
lower compared to that of H2O, which is in agreement with the literature (e.g., Holloway, 1976; Holloway & 
Blank, 1994; Parfitt & Wilson, 2008; Shinohara, 2008). The difference in solubility of the two volatile species 
varies with pressure. As can be seen in Figure 4a, at 10 bar the solubility of CO2 is about 95% lower compared to 
H2O and at both, 0.01 and 1,000 bar about 10%–15%. In Figure 4b, we show the same simulation but taking into 
account fractional crystallization (from F = 1 to F = 0.01). Due to fractional crystallization, the amount of H2O 
and CO2 that can be released is significantly enhanced, resulting in a substantial reduction of volatiles dissolved 
in the melt. This particularly applies for higher pressures.

The role of fractional crystallization, enhancing the volatile saturation of the liquid and thus triggering the release 
of H2O and CO2 is illustrated in Figure 5. The hypothetical intrusion simulated in this figure is emplaced within 
the lithospheric mantle at 1 GPa. At this pressure level, the solubility of H2O and CO2 is so high that all H2O and 
CO2 is dissolved within the melt (Figure 4). Therefore, neither H2O nor CO2 can be released from the magma 
body at the onset of the crystallization process (Figure 5a). Due to ongoing crystallization and associated volatile 
accumulation in the remaining melt (Figure 5b), the solubility is exceeded at a certain threshold and the volatile 
release initiates (Figure 5a). The melt fraction at which this threshold is reached increases as a function of the 
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initial H2O and CO2 content. This is due to the fact that the saturation of the melt is reached more rapidly if 
more  volatiles are initially present. At 2 wt.% H2O and CO2, for example, the exsolution initiates almost from 
the beginning, whereas at 0.05 wt.% the release is delayed until the melt is saturated due to accumulation. Owing 
to the reduced solubility of CO2 relative to H2O (Figure 4a), CO2 is the first phase being released from the melt. 
However, as soon as one species is exsolved from the melt, the other volatiles present are released simultaneously 

Figure 5. H2O and CO2 (a) released from the melt and (b) dissolved within the melt as a function of the melt fraction. The 
individual line types are specified in the legend and represent the three different cases for H2O and CO2. Case 1 starts with 
initially 0.05 wt.%, Case 2 with initially 0.5 wt.% and Case 3 with initially 2 wt.% H2O and CO2, respectively.

Figure 4. Proportion of H2O and CO2 released (solid lines) and dissolved (dashed lines) as a function of pressure. (a) 
Without fractional crystallization considered and (b) with fractional crystallization implemented in the calculation. Dashed 
lines in (a) are reproduced from Gaillard and Scaillet (2014). The initial content of H2O and CO2 is 0.1 and 0.06 wt.%, 
respectively. The temperature is a constant value of 1573.15 K.
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to a limited extent (Parfitt & Wilson, 2008, Figure 5a). The reason for this is the chemical equilibrium between 
the melt and the arising volatile phase. The solubility of the volatiles is dependent on their partial pressures. If 
no H2O is present, the partial pressure of H2O is zero in the newly formed volatile phase, and thus the melt and 
the volatile phase are not in equilibrium. In order to change this, some H2O is partitioning into the volatile phase. 
Therefore, even though H2O alone would remain dissolved in the melt a minor proportion of H2O is taken along 
into the gas phase due to the release of CO2 (Parfitt & Wilson, 2008). In our model, this process is reflected by 
the iterative algorithm used to find the gases in equilibrium with the melt (see Methods Section 2.3). For this 
reason, H2O is exsolved together with CO2 even if its solubility is not yet exceeded. However, CO2 is released to 
a higher proportion than H2O. Likewise, this can be attributed to the distinct solubility of the two volatile species. 
In general, the more H2O and CO2 are initially in the melt, the more can be released. The abrupt termination of 
the CO2 accumulation in Figure 5b appears once the melt saturation for CO2 is reached and the release has initi-
ated. The latter results in a gradual depletion of CO2 in the liquid phase until nothing is left (Figure 5b), since all 
CO2 is released (Figure 5a). As mentioned above, at the beginning of the crystallization process the solubility of 
water is not yet exceeded, and thus only a small amount is exsolved due to the release of CO2. Hence, the H2O 
content in the liquid continues to increase until the solubility of H2O is exceeded, resulting in a strong release of 
H2O (Figure 5b).

3.2. Influence of Density and Hydrous Phases

The accumulation of volatiles in the melt illustrated in Figure 5b leads to a decrease in the melt density. We 
calculated this melt density as a function of pressure and compared it to the density of the host rock (Figure 6). 
In Figure 6a the H2O content and in Figure 6b the CO2 content of the melt is varied from 0 to 5 wt.% (the content 
of the respective other species is set to zero). The melt density declines considerably with increasing H2O content 
(Figures 2a, 2b and 6a).

If the density of the host rock exceeds the density of the melt, the melt is rising. This is the case for a pressure 
range from about 3.5 (or 3.8 GPa depending on the H2O content) to 0.38 GPa for a melt with 0 to ∼2.5 wt.% H2O 
and from about 4.2 GPa to the surface for a melt with H2O concentrations greater than ∼2.5 wt.% (Figure 6a). 
Instead, if the density of the host rock is lower compared to the melt density, the melt intrudes. This is the case 
for pressures greater than 3.5 GPa as well as for pressures less than 0.38 GPa. The latter only applies for melts 
with H2O concentrations below ∼2.5 wt.% (Figure 6a). The effect of the initial CO2 content of the melt is less 

Figure 6. Density of the melt (colored lines) and the solid host rock (black lines) as a function of the pressure. The subscripts in the legend indicate the initial amount 
of (a) H2O and (b) CO2 in the melt in wt.%. The density of the host rock is calculated using the PREM (see Section 2). In the PREM, the upper crust reaches a depth of 
15 km (∼0.38 GPa) and the lower crust of 24 km (∼0.64 GPa). The reddish area marks the part of the lithosphere where the density of the melt is higher compared to 
the density of the host rock and thus intrusions are likely according to our model. In the white area, no intrusions are expected.
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pronounced (Figure 6b), which is in agreement with the literature (Sakamaki et al., 2013). The density of the host 
rock exceeds the density of the melt for each initial value of CO2 from about 3 to 0.38 GPa.

Applying the melt density calculation to our magma body crystallization simulation has almost no influence on 
the final CO2 release since all CO2 was exsolved already before considering the buoyancy of the melt (Figures 7a 
and 7b). Only in Case 1 (initially 0.1 wt.% H2O and CO2, respectively), a few ppm more CO2 are exsolved in the 
end, if the density consideration is included. In contrast, the elevation of the total H2O exsolution is (Figure 7b). 
While in Case 1, the total amount of released H2O is slightly enhanced, H2O is entirely exsolved in Case 2 and 
3 (initially 0.5 and 2.0 wt.% H2O and CO2, respectively). Moreover, the initiation of the volatile release takes 
place at a higher melt fraction if the density is considered. In Case 3, this even leads to a direct release of H2O 
and CO2. Due to the lower density of the melt compared to the host rock at 1 GPa (Figure 6, white area), the melt 
immediately ascends to the upper crust (0.38 GPa). Since the water content of the melt at the beginning of the 
crystallization process is below 2.5 wt.%, the melt intrudes instead of rising directly to the surface. This accounts 
for all three initial volatile contents (0.1, 0.5, 2 wt.% H2O and CO2, respectively). At 0.38 GPa (bottom of upper 
crust) less volatiles can be dissolved within the melt compared to higher pressures. As a consequence, the release 
of H2O and CO2 is already possible at a higher melt fraction. Due to the early exsolution, more volatiles can be 
released in total compared to the simulation where the density is not taken into account (Figure 7a). In Case 1 the 

Figure 7. (a–d) Comparison of the quantity of H2O and CO2 that can be released and (e–h) the associated pressure that acts on the melt as a function of the melt 
fraction. (a and e) Neither the density of the melt nor the formation of hydrous phases is considered. (b and f) The density is considered but not the formation of hydrous 
phases. (c and g) The formation of hydrous minerals is included but not the density. (d and h) The density as well as the formation of hydrous minerals is considered. 
Fractional crystallization is considered in all diagrams. The different line types and colors in (a–d) are the same as shown in Figure 5. They indicate the three cases with 
different initial volatile contents (Case 1: 0.1 wt.%, Case 2: 0.5 wt.%, Case 3: 2 wt.% H2O and CO2). We used 0.1 wt.% as lower limit here (instead of 0.05 wt.%) to 
ensure that the release curves are still visible. (e–h) The respective pressure line of Case 1–3 is specified in the legend. The starting value of the pressure is 1 GPa for all 
diagrams. The y-axis of (e–h) is varied for better visibility of pressure changes during crystallization.
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initial volatile content of 0.1 wt.% H2O and CO2 is so low, that the melt is not rising further to the surface. Instead, 
in Case 2 and 3 (0.5 and 2.0 wt.% H2O and CO2) the initial volatile content is relatively high from the beginning 
on. For this reason, in combination with the accumulation of volatiles during crystallization at 0.38 GPa, the melt 
becomes less dense than the host rock again and rises to the surface. At surface pressure, however, the solubility 
is sufficiently low to immediately release the entire remaining volatiles (Figure 7b). As a consequence, in Case 
2 and 3 the exsolution curves of H2O and CO2 overlap for those cases, as both species are depleted. A step wise 
shape of the release curve for H2O in Case 2 and for both, H2O and CO2 in Case 3 is noticeable. This is caused by 
the implementation of the buoyant ascent in our model, namely the immediate rise of the melt from 1 to 0.38 GPa 
and (depending on the initial volatile content) from 0.38 GPa to the surface.

If the formation of hydrous minerals is implemented in the calculations (but not the density) the H2O release does 
not occur at all in Case 1 and 2 (initially 0.1 and 0.5 wt.% H2O and CO2, respectively), while it is significantly 
reduced in Case 3 (initially 2.0 wt.% H2O and CO2, respectively; Figure 7c). If hydrous phases precipitate from 
the melt, they can include huge amounts of H2O (Figure 3). Hence, for relatively low and intermediate initial 
H2O contents of the melt (as in Case 1 and 2), all H2O is incorporated into the hydrous minerals, so nothing can 
be exsolved. For rather high initial H2O concentrations (as in Case 3) about 50% of the H2O partitions into the 
hydrous phases, while the rest can still be released. The exsolution of CO2 is not influenced, since CO2 is not 
incorporated into hydrous minerals. The melt fraction, at which the volatile release initiates, is the same as in 
Figure 7a as the effect of the melt ascent and the associated reduction of the solubility is not taken into account 
here.

Combining all processes (fractional crystallization, melt density, and formation of hydrous phases), the effect on 
the release of CO2 is minor (Figure 7d). Only for Case 1, the amount of CO2 that is released at the end of the crys-
tallization process is slightly elevated compared to Figures 7a and 7c, where the density is not considered. On the 
contrary, the release of H2O is completely suppressed in Case 1 and 2 due to the formation of hydrous minerals. 
In Case 3, compared to Figures 7a and 7c, the final amount of H2O that can be released is elevated, whereas it is 
diminished in comparison to Figure 7b. While the increase is due to the buoyancy of the melt, the reduction can 
be attributed to the formation of hydrous phases.

As described in Section 2, the lithostatic pressure is a fixed value as long as we exclude the density. This is 
the case for Figures 7e and 7g, where the initial value of the pressure is 1 GPa and the density is not taken 
into account. In these scenarios, the melt crystallizes at this pressure level without rising. On the contrary, in 
Figures 7f and 7h the density contrast between the melt and the solid rock is considered. The simulation starts at 
a pressure of 1 GPa as well, however, the melt is directly rising to 0.38 GPa. At this upper crustal pressure, the 
melt emplaces for initial volatile contents of 0.1 wt.% (Figures 7f and 7h) and 0.5 wt.% (Figure 7h). For 0.5 and 
2 wt.% H2O and CO2, respectively, in Figure 7f and for 2 wt.% H2O and CO2 in Figure 7h, the melt rises again at 
a certain melt fraction until the surface pressure (10 −4 GPa) is reached.

3.3. Variation of the Pressure

To examine the effect of the pressure on the volatile release, we run simulations for 0.01, 0.1, 2, and 3 GPa 
(Figure 8). This is done for all three cases with the initial volatile contents of 0.1, 0.5, and 2 wt.% by including 
the buoyancy effect as well as the formation of hydrous minerals. A pressure variation without considering the 
buoyancy effect and the formation of hydrous minerals is shown in Supporting Information S1. The effect of the 
pressure variation on the final release of H2O is noticeable but not crucial, while the release of CO2 is not affected 
at all (Figures 8a–8d). In general, the higher the pressure, the less volatiles can be released due to the increasing 
solubility. However, this effect is attenuated on the one hand due to the process of fractional crystallization (lead-
ing to an enhanced accumulation of volatiles and thus to the exceedance of the saturation limit) and on the other 
hand due to the effect of buoyant rise at pressures higher than 0.38 GPa. In contrast, the formation of hydrous 
minerals consumes H2O, leading to a reduced exsolution.

At 0.01 GPa (∼0.3 km depth), the pressure and thus the solubility of the volatiles are so low that the volatile 
release initiates from the beginning on (Figure 8a). The complete exsolution of H2O is, however, prevented due 
to its higher solubility compared to CO2 in combination with the formation and OH-incorporation of hydrous 
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phases. At 0.1 GPa (∼3.3 km depth) immediate volatile exsolution occurs only for rather high initial volatile 
contents (Case 2 and 3) and the final H2O exsolution is reduced for all Cases (Figure 8b). This is caused by the 
relatively elevated solubility of H2O and CO2 due to the increased pressure.

At 2 and 3 GPa (∼66.7 and 100 km, respectively), the volatile release is even more delayed due to the higher solu-
bility of the volatiles at these pressures (Figures 8c and 8d). In general, the volatile release pattern is similar as 
at 1 GPa (Figure 7d), because in all these simulations the melt rises directly to 0.38 GPa (Figures 7h, 8g and 8h). 
The reason for this is the lower density of the melt compared to the density of the host rock in this pressure range 
(Figure 6). In contrast to Figures 8a and 8b, starting at 0.01 and 0.1 GPa, the solubility at 0.38 GPa is higher, 
and thus less volatiles are released immediately from the melt. This, in combination with the high initial volatile 
content in Case 3, causes the melt to rise once again and to reach the surface (Figures 8g and 8h). Consequently, 
almost the entire volatile budget of the melt is released except for 0.2 to 0.3 wt.% H2O (at 3 and 2 GPa, respec-
tively), which is incorporated into hydrous phases (Figure 8c and 8d).

The associated pressure that acts on the melt is shown in Figures 8e–8h. For an initial pressure of 0.01 and 
0.1 GPa, the pressure remains constant for all 3 cases as no buoyant rise takes place. On the contrary, for initially 
2 and 3 GPa, the melt rises directly to the upper crust (0.38 GPa), and subsequently to the surface for Case 3 
(Figures 8g and 8h).

Figure 8. (a–d) H2O and CO2 released from the melt and (e–h) the pressure that acts on the melt as a function of the melt fraction for different initial pressures. The 
initial pressure in (a and e) is 0.01 GPa, in (b and f) is 0.1 GPa, in (c and g) is 2 GPa and in (d and h) is 3 GPa. The y-axis has different scales for the pressure for better 
visibility of pressure changes during crystallization. The different line types and colors are the same as shown in Figures 5 and 7. They indicate the different initial 
volatile contents (Case 1: 0.1 wt.%, Case 2: 0.5 wt.%, Case 3: 2 wt.% H2O and CO2) as explained in the text and specified in the legend. The calculation of the melt 
density and the formation of hydrous minerals is included in this figure.
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4. Discussion
4.1. Melt Ascent and the Effect of the Density

By calculating and comparing the density of the melt with the density of the 
host rock, we obtain that for a large part of the uppermost mantle intrusions 
are not anticipated (Figure 6). According to our calculations, basaltic melts 
with H2O contents of 0–2.5 wt.% are only expected to be gravitationally 
stable at pressures higher than ∼3.5 (around the lithosphere-asthenosphere 
boundary) and lower than 0.38 GPa (bottom of upper crust). If the melt has 
high H2O contents (more than ∼2.5 wt.%), it will probably not even intrude 
within the upper crust (∼0.38 GPa), but will ascend directly to the surface 
(Figure 6a).

However, these findings and exact threshold values should be taken with 
caution, as they are mainly determined by the low density of the upper crust 
predicted by the PREM (2,600 kg/m 3 from 0.38 GPa upwards). Moreover, 
the density of the crust and the uppermost mantle (up to ∼24.4  km) are 
constant values, which are averaged over the entire globe. Nevertheless, the 
PREM is a reasonable representation of the density profile of the Earth's 
lithosphere even though it is a simplified model. In Figure 9 the density of 
the endmembers of typical mantle minerals is added for reference. These 
mineral densieties are calculated using an equation of state from Stixrude and 
Lithgow-Bertelloni (2011).

While forsterite and diopside (dominant phases) are present within the entire lithosphere, plagioclase, spinel and 
pyrope (aluminum phase) are plotted only for the pressure range in which they occur (Winter, 2014). The figure 
illustrates that the density of the host rock within the upper mantle calculated according to the PREM corresponds 
to the density of the major upper mantle minerals. However, the composition of the crust is very heterogeneous, 
which means that a comparison of the density of the crust by mineral composition is not straightforward.

Dziewonski and Anderson (1981) used an average weight for the first 100 km, assuming that the oceanic crust 
constitutes 2/3 of the surface of the Earth. This implies that 1/3 is supposed to be the continental crust. In general, 
the crust is less dense compared to the mantle and the continental crust is less dense than the oceanic crust. Since 
we only simulate intrusions within the oceanic lithosphere, the density of the crust calculated with the PREM 
is probably slightly underestimated. This assumption is in agreement with more recent studies estimating the 
density structure of the oceanic lithosphere (Afonso et al., 2007; Hynes, 2005; Lee et al., 2005). In these models, 
the density of the crust ranges from approximately 2,900 to 3,475 kg/m 3 depending on the depth as well as on 
the age of the oceanic lithosphere. The higher density of the oceanic crust proposed in these studies, compared 
to the density of the melt calculated here, implies that generally no emplacement should occur within the oceanic 
crust. Since the density of the continental crust is significantly lower compared to the oceanic crust, intrusions 
within the continental crust are more likely. Nevertheless, intrusions at the bottom as well as within the crust are 
common features observed in seismic profiles (e.g., Galland et al., 2018; Menand, 2011, and references therein) 
and field studies of ophiolites (Galland et al., 2018). The main reason for the emplacement, at a low or even insuf-
ficient density contrast between the melt and the host rock, is the difference in rigidity and rheology at the bottom 
and within the crust. It is assumed that several intrusions are caused by this change in material or rheological 
behavior of the rocks (Galland et al., 2018; Menand, 2011). To model these material differences within the crust 
is beyond the scope of this study. However, we assume that the emplacement within the crust is a common feature, 
and the simplest way to simulate this is to use the sharp threshold of the PREM (from 2,600 to 2,900 kg/m 3 at 
∼0.38 GPa, Figure 6). An even more pronounced change in density, material behavior and rheology occurs at the 
lithosphere-asthenosphere boundary. This chemical and thermal boundary layer acts as a barrier for the ascending 
melt. Therefore, intrusions are most likely and seismically indicated at this depth level (e.g., Afonso et al., 2007; 
Green et al., 2010; Hynes, 2005; Lee et al., 2005; Sakamaki et al., 2013), which is in agreement with Figure 6. 
According to this figure, intrusions are supposed to occur at depths of about 3.5 GPa or higher (depending on the 
initial H2O content of the melt).

Figure 9. Comparison of the solid rock density according to the PREM with 
the density of common mantle minerals. The colors representing the minerals 
are given in the legend. The aluminum phase minerals are only displayed 
within the pressure range in which they occur.
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The results displayed in Figure 7b demonstrate that the effect of adopting the 
PREM instead of a higher density for the oceanic crust after Hynes (2005), 
Lee et al. (2005), and Afonso et al. (2007) is minor and only slightly influ-
ences melts with low volatile contents. If we would omit the PREM and 
would use higher density values, the density contrast between the solid rock 
and the melt would be insufficient for the melt to intrude within the crust. 
In this case, the melt would directly ascend to the surface and release its 
entire volatile budget. However, by applying the PREM, complete exsolu-
tion of the volatiles occurs in Case 2 and 3 anyway. Thus, for melts with 
initial H2O and CO2 concentrations of 0.5 wt.% or greater the uncertainties 
regarding the density of the crust are negligible. The only difference is that 
the complete volatile release is slightly delayed using the PREM. However, 
the results would differ in Case 1. For a melt with originally 0.1 wt.% H2O 
and CO2, the release of H2O is suppressed using the PREM while for a higher 
density of the crust, the melt would rise to the surface and release all vola-
tiles. However, as already discussed, other factors like changes in the rheol-
ogy and material properties cause intrusions independent of the density and 
render an emplacement within the crust as most likely.

The abrupt ascent of the melt to the crust and/or the surface (Figures  7b 
and 7d) is an artifact of the way this ascent is implemented in our simulation 
by using the density threshold values of the PREM. A melt that originates 
within the lithosphere, is modeled to either directly reach the crust or surface 
depending on the H2O content (Figure 6). This is done by setting the pressure 
immediately to 0.38 GPa for the upper crust or to 10 −4 GPa for the surface, if 
the density of the melt is lower than that of the host rock. This simplification 

is the reason for the stepped shape of the H2O and CO2 release curves (Figures 7b and 7f for Case 2 and 3 and 
in Figures 7d and 7h, Figures 8c, 8d, 8g and 8h, and Figure 9 for Case 3). In reality, the shape of these curves is 
presumably smooth. In principle, it can be assumed that the melt crystallizes due to the adiabatic temperature 
drop and may even solidify. Indeed, an ascent from the lower part of the lithosphere or perhaps even from the 
lithosphere-asthenosphere boundary all the way up to the surface or crust may not be feasible owing to the rapid 
solidification of the melt (Cruden & Weinberg, 2018). As described in the Methods section, for simplicity we 
assume that the melt rises without any crystals. However, even if the crystals sink quickly, in nature there might 
probably be some which are dragged up with the melt or the crystals form during the ascent. Whether a melt 
that intrudes deep within the lithosphere can reach crustal or surface levels or crystallizes on its way up depends 
on several factors apart from the density such as the volume of the melt, the composition and the temperature 
of the melt and the mantle, the rheology of the mantle as well as the velocity of the melt ascent (e.g., Cruden 
& Weinberg, 2018). To examine if and how the melt rises within the lithosphere in greater detail is beyond the 
scope of this study.

Even if the melt is not able to rise all the way up to the crust, a deep-released volatile phase could ascent through 
pre-existing fissures or by its own overpressure. At high pressures and temperatures, supercritical liquids form 
instead of a gas phase, leading to immiscibilities between the melt and the exsolved liquid phase (e.g., Ballhaus 
et al., 2015; Murphy et al., 2021). During the ascent, these liquids likely react with the surrounding mantle to 
form hydrated mineral phases (like amphibole, phlogopite or phengite). If these hydrated parts of the lithospheric 
mantle melt again, the volatile-rich magma will rise and either hydrate the mantle (or the crust) further up or it 
will directly contribute to an extrusive system. Hence, via mixing cascades, even volatiles released deep within 
the lithosphere or bound within hydrous phases can finally reach the surface (Figure 10). Evidence for this mech-
anism is provided by the geological record, which reveals that large parts of the lithospheric mantle are metaso-
matized (e.g., Van Kranendonk et al., 2018).

An alternative possibility is that the liquids are replaced by anhydrous silicate phases, leaving behind pseu-
domorphs of the former fluid globules (e.g., Ballhaus et al., 2015; Murphy et al., 2021), while the fluid itself rises 
further up. However, this process as well as the fate of the volatiles is not well understood yet.

Figure 10. Sketch of intrusions within or directly beneath the lithosphere 
(not to scale). The mixing cascades indicated here display possibilities for 
volatiles to reach the surface even if they are released rather deep and react 
with the mantle to form hydrous phases. Gray parts reveal intrusions, which 
have crystallized completely, red parts indicate molten magma bodies and light 
blue parts represent the hydration of the surrounding rock and the ascent of 
supercritical liquids.
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The viscosity is another important factor controlling the melt ascent. A low viscosity facilitates upward migra-
tion. However, the effect of the density appears to be more pronounced. For example, if the density is high while 
the viscosity is low, the melt does not rise despite the low viscosity (Sakamaki et al., 2013). In our study, we 
refrain from calculating the viscosity as we expect it to remain low during the crystallization process. This is 
because our calculations start with rather wet melts (0.01–2 wt.% H2O), which accumulate even more H2O and 
CO2 due to crystallization. The viscosity decreases significantly as a function of the water content and therefore, 
it can be assumed that the viscosity of these wet melts is rather low. In addition, basaltic melts commonly display 
a lower viscosity in contrast to felsic compositions. However, due to crystallization even a basaltic melt should 
evolve at a certain point toward a more felsic composition. Since this evolution is neglected in our model, the 
increasing viscosity is neglected as well. Such an increase could theoretically prevent buoyancy. This assump-
tion is supported by studies reporting a transition to a high viscosity mush below melt fractions of 50% (Costa 
et al., 2009). However, these studies require a homogeneous mixing of the melt and the crystals. Since we assume 
fractional crystallization to be the dominant mechanism in our model, a homogeneous mixing is not expected.

Furthermore, in our simulations the melt ascends directly after starting the simulation (at F = 0.99) to the bottom 
of the upper crust (e.g., Figures 7b, 7d, 8c and 8d). Thus, the effect of crystallization on the viscosity (and on 
the ascent) can be excluded for this first rise to the crust. However, it could play a role for the second rise in our 
simulations from 0.38 GPa to the surface. On the other hand, the density of the melt is dramatically reduced 
if the composition is rather silicic, which in turn favors the buoyant rise considerably. The solidus and liquids 
temperature is reduced for felsic relative to mafic compositions (Stern et al., 1975), however, this only has a weak 
influence on the density of the melt. Another consequence of fractional crystallization is the early removal of 
dense minerals like olivine and pyroxene. This again leads to a decrease of the density (Sparks & Huppert, 1984), 
favoring buoyant rise. If the effects discussed above would lead to a lower melt density, this would also influence 
the maximum water content of the melt (2.5 wt.%), at which intrusions at the bottom of the upper crust (0.38 GPa) 
can occur according to the PREM (see Section 3.3). Therefore, this value has to be taken with caution.

Since all the processes discussed have opposite effects on the buoyancy of the melt, calculating the exact condi-
tions under which melt ascent occurs is complex. However, intrusions within the crust are observed and highly 
likely. Where exactly these intrusions occur can vary and is not well constrained. The ascent of melt to the surface 
is not in question, as it is expressed by extrusive volcanism all over the world. We suggest that these extrusive 
eruptions mostly originate from melts that do not rise directly to the surface after melting, but first intrude 
(perhaps even several times), partially crystallize, and then continue to rise. The consequence is that a majority 
of extrusive eruptions may originate from previously intrusive melts. These more complex pathways to extrusive 
melts (influencing e.g., estimates on volcanic outgassing fluxes) are, however, not yet considered in modeling 
studies. Especially the volatile content and speciation may strongly differ in intrusive-extrusive melts compared 
to melts that directly rise to the surface without fractional crystallization.

To get an idea of the sensitivity of our model, we run several simulations with different initial conditions (not 
shown). We tested the effect on the results in case the melt would not be able to ascend all the way up to the 
surface, but would (finally) emplace within the crust. In the first scenario, the melt intrudes at 0.38 GPa (prevent-
ing the buoyant rise) and in the second scenario, the melt ascends close to the surface and emplaces at 0.15 GPa 
(∼5 km depth, e.g., Petraske et al., 1978; Planke et al., 2005). In addition, we run all these simulations for an ande-
sitic melt composition (Table S1 in Supporting Information S1) with adapted solidus and liquidus temperatures. 
We found that for both scenarios, the only difference to a melt that is allowed to rise to the surface is that only 70% 
H2O for a purely basaltic and 50% for an andesitic composition can be released in Case 3 (initially 2 wt.%) instead 
of 85%–90% as in Figures 7d, 8c and 8d. The reason for this is that in Case 1 and 2 H2O is completely incorpo-
rated into hydrous minerals and CO2 is entirely released for all cases anyway. These results are also valid  if we 
assume an intensive increase in viscosity at a melt fraction of 0.5, which prevents the melt from buoyancy. Thus, 
the uncertainty in considering the surface rise is 15%–20% for the release of H2O for a purely basaltic and about 
45%–50% for an andesitic composition (for rather high initial volatile contents).

Altogether, our findings suggest that the buoyancy consideration has an impact on the final volatile release, 
especially on H2O. The magnitude of this impact depends on the initial volatile concentration, the local density, 
rheology and material properties as well as the composition of the melt and the surrounding rock.
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4.2. Volatile Release Within the Lithosphere

As we want to investigate the likelihood of the volatile release from 
magmatic intrusions within the whole lithosphere, the depth of the 
emplacement and therefore the lithostatic pressure is an important param-
eter. Including all processes (the effect of fractional crystallization, the 
melt density calculation and the formation of hydrous phases), the influ-
ence of the pressure on the volatile release is visible (Figures  8a–8c), 
but less pronounced than predicted when considering exclusively the 
solubility (e.g., Gaillard & Scaillet, 2014; Iacono-Marziano et al., 2012; 
Parfitt  &  Wilson,  2008). We find that the variation of the pressure 
between the lithosphere-asthenosphere boundary and the crust is of minor 
relevance since the effect of the melt buoyancy at pressures higher than 
0.38 GPa dominates. Within the upper crust (< 0.38 GPa) the release of 
H2O varies considerably as a function of pressure, while the amount of 
CO2 that can be released is unaffected.

To quantify the volatile release at different pressures, we display the amount of H2O that can be released in 
percent for all Cases (0.1, 0.5 and 2.0 wt.% H2O and CO2, respectively) in Tables 1 and 2. The amount of CO2 that 
can be released is not shown as it is always 100%. However, if the density and the formation of hydrous phases 
are not taken into account, there are two exceptions for the CO2 release in Case 1 (see Figure 1 in Supporting 
Information S1): at 1 GPa only about 90% and at 3 GPa only about 45% CO2 can be released. The numbers in 
Tables 1 and 2 should be taken with caution, as they depend on several parameters discussed in this study, most 
of which are not well constrained. A variation of other input parameters, such as the temperature, the initial melt 
composition and the partition coefficient can be found in Supporting Information S1.

4.3. Comparison With Extrusive Outgassing and Implications for Early Earth

It is proposed that the intrusive contribution to the total magma production on Earth is around 80% for oceanic 
(and around 90% for continental) settings (Crisp, 1984; Lourenço et al., 2020). However, assuming that most of 
the extrusive magmatism was intrusive at one point, this number would even be higher. Our study suggests, that 
from these 80% almost all CO2 and 0%–85% H2O can be released (Figures 7d and 8). The latter strongly depends 
on the initial volatile content, buoyancy and the associated lithostatic pressure as well as the precipitation of 
hydrous phases. Most of these parameters are only poorly constrained and require further investigation. Moreover, 
it is not clear which quantity of volatiles released from deep intrusions (between the lithosphere-asthenosphere 
boundary and the crust) can finally reach the surface (see Section 4.2).

As mentioned earlier, most previous models estimating the fluxes of volatiles or the composition of an early 
atmosphere overlook the intrusive release of volatiles. Combined with the predominance of intrusive magmatism, 
this means that the release of volatiles on the early Earth is probably underestimated. If we assume, for exam-

ple, that a melt with initially 2 wt.% H2O and CO2 originates at 1 GPa, then 
according to our model about 100% CO2 and 85% H2O can be released from 
this melt. In contrast, from a melt that originates at the same pressure but with 
a low initial volatile content (0.1 wt.% H2O and CO2), still about 100% CO2 
but 0% H2O can be released (Figure 7d). These values apply for a simulation 
including the buoyancy of the melt and the formation of hydrous minerals. 
As an example, we can assume, that from the (at least) 80% of intrusive 
magmatism on early Earth, 50% of the released volatiles can actually reach 
the surface (this is just an example assumption since the quantity of volatiles 
released from an intrusion which can reach the surface is not constrained). In 
this case, the release of CO2 would be enhanced by a factor of 2 and H2O by 
a factor of 0–1.8 (considering intrusive systems) than what has been assumed 
so far exclusively for extrusive systems. The increase of the total CO2 release 
of a factor of 2 considering intrusive volatile release is consistent with the 
findings of Hartley et al. (2014).

Case 1 Case 2 Case 3

0.01 GPa 90% 100% 100%

0.1 GPa 70% 90% 95%

1 GPa 10% 70% 90%

3 GPa 5% 40% 80%

Note. The initial volatile contents are 0.1 wt.% (Case 1), 0.5 wt.% (Case 2), 
and 2 wt.% (Case 3). These values are the results of simulations including the 
processes of buoyant ascent and the formation of hydrous minerals.

Table 2 
Quantity of H2O That Can Be Released in Percent for Different Starting 
Pressures (With Considering the Buoyancy and the Formation of Hydrous 
Minerals)

Case 1 Case 2 Case 3

0.01 GPa 3% 40% 85%

0.1 GPa 0% 5% 70%

1 GPa 0% 0% 85%

3 GPa 0% 0% 90%

Note. The initial volatile contents are 0.1 wt.% (Case 1), 0.5 wt.% (Case 2), 
and 2 wt.% (Case 3). These values are the results of simulations without 
including the processes of buoyant ascent and the formation of hydrous 
minerals (see Figure S1 Supporting Information S1).

Table 1 
Quantity of H2O That Can Be Released in Percent for Different Starting 
Pressures (Without Considering the Buoyancy and the Formation of 
Hydrous Minerals)
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To benchmark our results, we can compare them to field observations and volatile phases in melt inclusions. Gas 
bubbles trapped in melt inclusion are often used to recalculate the initial volatile content of the melt (e.g., Moore 
et al., 2015; Nava et al., 2021; Rosenthal et al., 2015). Moore et al. (2015) stated that only gas bubbles that were 
formed after entrapment should be used to estimate the volatile concentration of the melt and the trapping pres-
sures. However, such bubbles could have been trapped after a certain degree of crystallization, and thus volatile 
accumulation had taken place in the melt. This in turn, would lead to an overestimation of the initial volatile 
content in the melt. In contrast, if degassing already occurred, the analysis of the bubbles would underestimate the 
initial volatile content (Hartley et al., 2014; Petrelli et al., 2018; Rosenthal et al., 2015). Our model results strongly 
suggest, that intense degassing of the melt occurs especially for CO2 (e.g., Figures 7–9). A release of nearly all CO2 
in our model (∼100%) is consistent with a CO2 release of 90% at crustal depths (Wallace, 2018). The lower the 
pressure and the higher the initial volatile content, the more volatiles (even H2O) are released from the melt (see 
Tables 1 and 2). The literature values for an estimated intrusive CO2 release are with at least 40%–60% (Hartley 
et al., 2014; Nava et al., 2021) lower than our results since we assume a CO2 release of about 100%. However, 
on the one hand, we do not consider the formation of C-bearing phases so far, which could lead to a reduction of 
the CO2 release. On the other hand, the CO2 content in the gas bubbles could be underestimated due to degassing 
prior to entrapment as discussed above. This assumption is reasonable because of the low solubility of CO2 and 
the rather low entrapment pressure of 0.1–0.2 GPa (Hartley et al., 2014; Nava et al., 2021). Moreover, for a precise 
comparison, we would need to know the exact initial volatile content of the melt, the pressure and temperature as 
well as the melt fraction of entrapment. These parameters are still not well enough constrained, making it chal-
lenging to compare our results to these measurements. For the H2O release, our results partly overlap with the 
results of Parmigiani et al. (2017). They suggest in their study that more than 40%–50% of the initial H2O content 
of the magma body should be released (for a pressure of 0.2 GPa and an initial H2O content of the melt of 5.5 
wt.%). They point out, that for this assumption, exclusively the process of the magmatic volatile phase transport 
by the formation of channels is considered, which is only investigated for a crystal fraction of 0.4–0.7. Further, 
Parmigiani et al. (2017) argue that a majority of the remaining volatiles has to be released by other mechanisms like 
ductile veining (Weinberg & Regenauer-Lieb, 2010) or capillary fracturing (Holtzman et al., 2012; Oppenheimer 
et al., 2015), since most of the plutonic rocks contain a H2O content of less than 1 wt.% (Caricchi & Blundy, 2015; 
Parmigiani et al., 2014). Therefore, it can be assumed that the total volatile release is likely to be much higher than 
suggested by Parmigiani et al. (2017) if the whole crystallization process is considered.

Not only for early Earth but also for estimates of modern volatile fluxes, intrusive release is often neglected (e.g., 
Burton et al., 2013; Lee & Lackey, 2015). In general, our model could be used to improve constraints on modern 
volatile fluxes. However, the model would need to be adjusted. For example, a distinction would need to be made 
between oceanic and continental lithosphere and their different properties (e.g., composition, density, thickness, 
solidus and liquidus temperature). Without these modifications, it is difficult to provide a valid assumption. 
However, it can be assumed that the behavior of CO2 should not change dramatically according to our model 
results since it is rather consistent with the lithosphere. Even at 3 GPa and without considering the buoyancy, 
40%–100% of the initial CO2 content (depending on the initial content in the melt) can still be released. Based on 
this assumption, modern CO2 fluxes should also be about 1.5–2 times higher than without considering intrusive 
volatile release. Because the release of H2O is highly variable (Tables 1 and 2), a simple estimate is not possible. 
However, these values should be investigated in more detail in future studies.

5. Conclusion
In this study, we present a novel numerical model to quantify the amount of H2O and CO2 released from mafic 
intrusions. For this purpose, the solubility of the volatiles, the process of fractional crystallization, the melt buoy-
ancy, and the formation of hydrous minerals are taken into account. The main conclusion is that considering the 
intrusive volatile release, especially including the process of fractional crystallization has a strong influence on 
the total outgassing. By implementing the process of fractional crystallization, the volatile exsolution is generally 
possible within the whole lithosphere and the quantity of volatiles that can be released from intrusions increases 
significantly. However, intrusive release strongly depends on key factors like the initial volatile content (and thus 
the mantle volatile budget), the formation of hydrous minerals as well as the buoyancy of the melt. We found 
that the buoyancy and the formation of hydrous phases are essential factors influencing the (H2O) release from 
magmatic intrusions. While the melt buoyancy favors the release of the volatiles, the partitioning of H2O into 
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hydrous phases exclusively diminishes or even prevents the H2O exsolution. Whether the H2O release is suppressed 
again strongly depends on the initial volatile content and the lithostatic pressure (depth of emplacement). However, 
in this study, the melt is gravitationally unstable for a pressure range of 0.38 to ∼3.5 GPa. If a melt originates within 
this pressure range it is supposed to rise directly to the bottom of the upper crust (∼0.38 GPa). Therefore, the pres-
sure only has a noticeable effect on the volatile exsolution at pressures lower than 0.38 GPa.

The dominance of intrusive magmatism on Earth renders the intrusive volatile release an essential factor determin-
ing the volatile fluxes and the composition of the early atmosphere. Since previous modeling studies constrained 
these mechanisms by exclusively considering extrusive outgassing, we propose that the volatile release on early 
Earth is underestimated. According to our study, the total outgassing should be enhanced by about 100% CO2 
and 0%–85% H2O when including the contribution from intrusions within the lithosphere. In the future, it would 
be important to investigate the influence of C-bearing minerals on the CO2 release as well as the effect of the 
oxygen fugacity on the total volatile release. In particular, the oxidation state in combination with the varying 
emplacement of intrusions could significantly influence the speciation of the volatiles. Our results suggest that 
intrusive volatile release is an important process in the atmospheric evolution of terrestrial bodies. This, in turn, 
is a crucial parameter for the habitability of Earth and other planets.

Data Availability Statement
Data arrays and the associated MATLAB scripts to reproduce our figures are stored in the TRR170-DB (Late 
Accretion Onto Terrestrial Planets) repository: https://doi.org/10.35003/MDMAJD (CC0—“Public Domain 
Dedication”). Figures and data were generated with MATLAB version R2020b: https://de.mathworks.com/prod-
ucts/. To download MATLAB a license is needed. However, the scripts and arrays can be executed using GNU 
Octave as well.
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