
1.  Introduction
Physical chemistry is used to quantify the reading of the rock record to decipher processes that took place in and 
on the Earth. Thermodynamic analysis of complex chemical systems that correspond to bulk chemistry of diverse 
igneous and metamorphic rock types is now commonplace. Such analyses predict the stable mineral assemblages 
as well as the modal abundance and composition of the minerals as a function of intensive thermodynamic vari-
ables such as pressure, temperature, and fugacities of various species (e.g., 𝐴𝐴 𝐴𝐴O2

 , 𝐴𝐴 𝐴𝐴H2O
 ). Petrological attributes of 

the rock record also include textural and microstructural characteristics, but a quantitative thermodynamically 
consistent approach to handle that is not yet available.

The situation is analogous to kinetic analysis. Studies of processes such as diffusion, nucleation, or crystal growth 
address these processes in individual mineral systems, or populations of crystals in some cases (e.g., nucleation 
and growth in molten systems), but in a manner that is generally decoupled from quantitative thermodynamic 
phase relations. In the best of cases, modeling efforts include alternating updates of thermodynamic and kinetic 
parameters, but without a means of ensuring physico-chemical consistency between these. Previous models 
for the simulation of texture evolution during crystallization processes in rocks were stochastic approaches, 
which were developed to validate theoretical models of the crystal size distribution with constant growth rates 
and an exponential nucleation rate (Amenta, 2001, 2004; Amenta et al., 2007; Hersum & Marsh, 2006, 2007; 
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Marsh, 1988; Spillar & Dolejs, 2015). However, these models do not take 
into account thermodynamic conditions and operate with artificially imposed 
growth rates.

The emerging tool of phase-field (PF) modeling and analysis provides a 
means of addressing these problems (Boettinger et  al.,  2002; Chen,  2002; 
Karma, 2001; Kundin & Steinbach, 2019; Kundin et al., 2015; Langer, 2021; 
Steinbach, 2009). Notably, the method couples the energetics of surfaces and 
interfaces with bulk thermodynamics, which is generally considered in the 
analysis of phase equilibria and diffusion. The minimization of overall free 
energy taking these aspects into account allows the calculation of not only 
the stable configurations of solids and liquids in terms of their chemistry, but 
also geometrical features such as grain size, shape, and distribution. Thus, 
commonly used tools such as crystal size distribution (CSD) may be placed 
on a more quantitative foundation than has been possible until now.

As a tool, the phase-field method has rarely been applied to mineralogical 
systems. Some work has been done for the study of anisotropic vein forma-
tion. For example, the growth of polycrystalline quartz as vein-filling mate-
rial on rock surfaces in a vein have been modeled using a multiphase-field 
approach by Wendler et al. (2016) and further by Spruzeniece et al. (2021). In 
these studies, specially constructed anisotropic functions for surface energy 

and kinetics were applied to mimic the observed forms of faceted crystals. The crystallization of a dendrite 
inside the melt droplet in a forsterite-chondrule system was simulated by Miura et al. (2010) by means of the 
simple phase field model for a pure material. Recently, Miura (2018) used the simple phase field model for a 
binary system of forsterite and silica where the chemical free energies were approximated by parabolic functions 
of composition. The growth velocity of the dendrite was investigated in the case of diffusion-controlled and 
interface-controlled growths.

In the present work, we develop the tool for some simple mineralogical systems which contain many crystals of 
different orientation, but of the same phase, in a melt. The development includes aspects covered in the earlier 
studies, but goes beyond to set up a framework for applications in more complex multicomponent, multiphase 
natural systems containing anisotropic solids. We begin by describing the theoretical background of the model. 
This part includes some newer developments that are more relevant for mineralogical systems, such as a general 
exploration of the role of anisotropy of surface/interfacial energies in non-cubic systems. This is followed by 
some examples of numerical calculations of growth/dissolution of faceted crystals in selected, textbook-type 
model systems (plagioclase—melt and olivine—melt). We conclude by discussing some implications of our 
results that emerge, inspite of the simplicity of the modeled systems, for real geological systems. These include 
aspects of behavior of models of Crystal size distribution (CSD) analysis and diffusion chronometry that have 
not yet been considered.

2.  Phase-Field Method
A complete phase-field method for the modeling of binary and multicomponent systems includes a bulk chemical 
thermodynamic module (calculation of phase equilibria and deviations from equilibrium), a diffusion module 
(calculation of transport timescales), and an interface module that accounts explicitly for interfacial energies, that 
is, capillarity. The last module permits the modeling of mobile interfaces between different phases or crystals 
of different orientations, and thereby, the evolution of microstructures and textures. This aspect is responsible 
for the novelty of the tool. In the following, a brief introduction is provided to how interfaces are handled, and 
references to works where more details may be found are provided, followed by a description of the method used 
in this study.

The method is based on two basic concepts: “phase field” and “diffuse interface.” The phase field is a field in 
space and time (usually denoted by ϕ(x, t)) that indicates the presence of a thermodynamic phase or a crystal 
grain at each point within the (heterogeneous) volume of interest. For example, in a binary system the phase field 
is defined as ϕ = 1 in a solid phase and ϕ = 0 in a liquid phase (see Figure 1). Knowing ϕ one can determine 

Figure 1.  Scheme of a solidifying mush. The upper part shows (left) order 
parameter (solid in black, liquid in white) and (right) concentration field. 
Measuring the order parameter and the composition along the line scan gives 
the saw tooth thread profile as displayed in the lower part of the figure: (left) 
alternating between ϕ = 1 in solid and ϕ = 0 in liquid, (right) alternating 
between the composition in solid, cS, and liquid, cL.
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the properties of interest (equilibrium chemical composition, geometry of grain boundaries, etc.). The corre-
sponding chemical composition is determined by additional variables which evolve by diffusion equations. If 
in a system many crystal grains are present which belong to different thermodynamic phases, one can use the 
notation “phase field” for the thermodynamic phases and “order parameter” for different grains as it was done 
in Grose and Asimow (2022). In this paper, we use the notation “phase field” as an “indicator variable” which 
indicates at each point in space and time whether it is occupied by an individual grain ϕα = 1, α = 1…N − 1 
for N − 1 possible grains in a multigrain material, and ϕL = 1 for the melt (liquid). Intermediate values indicate 
interfaces and junctions. The phase fields themselves evolve in time based on the demand for minimization of the 
free energy of the system. This aspect leads to a few major advantages that make phase-field models particularly 
useful: (a) the evolution of the system occurs while maintaining internal thermodynamic consistency, (b) grains 
of different orientations or different phases can be modeled separately by their “own” phase fields ϕα, and (c) 
one deals with scalar quantities rather than vectors with multiple components. “Diffuse interface” is a phenom-
enological approach where an interface (say, between two crystals, or a crystal and a liquid) is considered to 
possess a finite width instead of being sharp. In terms of energetics, the consequences are that (a) the interface 
is a region of finite extent, (b) interfaces between grains or phases move automatically and need not be tracked 
by hand (c) the interface can possess its “own” properties (e.g., diffusivity), that are distinct from those of the 
phases bounding an interface, and (d) the phase fields vary smoothly across the boundary and may be represented 
by continuous, differentiable functions, rather than show a discontinuity at the interface (where the property 
“jumps” from the value in one phase to that in the adjacent phase). The fourth aspect provides the fundamentally 
important characteristic that the gradient of a phase field (which is defined as a differentiable function) is related 
to the curvature and therefore can be related to the velocity of an interface quantitatively in a thermodynamically 
consistent manner.

A key aspect of the “diffuse interface” models is that they are based on a free energy functional which depends 
not only on the properties at a given point in the system but also on the local gradient of the phase field around 
that point

 = ∫
𝑉𝑉

[
𝜖𝜖2

2
|∇𝜙𝜙|2 + 𝑓𝑓𝑝𝑝(𝜙𝜙) + 𝑓𝑓𝑐𝑐(𝜙𝜙𝜙 𝜙𝜙)

]
𝑑𝑑𝑑𝑑 𝑑� (1)

𝐴𝐴  is the total Gibbs or Helmholtz Free Energy Functional of the system within the volume V. The inhomogeneity 
|∇ϕ| 2 is also called the “gradient energy,” which is also related to the interface energy between grains of different 
orientations or between different phases, ϵ is the gradient energy coefficient. fp is the so-called potential operator 
with two local minima in coexisting phases and an energy barrier between them, which again is related to the 
interface energy. Examples are “double-well” or “double-obstacle” potentials (Steinbach, 2009). fc is the bulk 
free energy density treated here as a function of ϕ and the composition c. It will, in general, also be a function 
of stress and strain, atomic order on sublattices, magnetism or other fields. It is a task by itself to determine the 
bulk free energy of a real system as a function of pressure and temperature (taken here as constants prescribed on 
the system). It will depend on a local minimum condition between the phases, or specify the deviation from local 
equilibrium which will drive a phase transformation toward the stable phase. In this presentation we will only 
treat very simple cases, since the focus here lies on the contributions of interfaces and capillarity effects which are 
offered by the phase-field approach (Steinbach et al., 2007). The driving forces then are specified as deviations 
of composition and temperature from the equilibrium boundaries on a phase diagram.

Direct coupling to a thermodynamic software, such as CALPHAD (Calculation of PHase Diagramms) (Lukas 
et al., 2007) has been done routinely and similar approaches may be used to link phase field modeling to commonly 
used mineralogical thermodynamic databases such as those of Berman (1988) or Holland and Powell (1998) and 
their later modifications. The tool may also be used in conjunction with free energy minimizing software pack-
ages in mineralogical systems such as MELTS (Ghiorso & Sack, 1995), PerpleX (Connolly & Petrini, 2002), or 
Comagmat (Ariskin et al., 1993). The bottomline is that the use of the phase field model is not restricted to any 
particular thermodynamic phase diagram, database or program; it is a tool that allows constraints from capillarity 
and anisotropy of interfaces to be combined with diffusion to quantitatively model the morphological evolution 
of systems.

The phase field, ϕ, and the two first terms in the free energy functional (1) were originally introduced by Ginzburg 
and Landau (1950) as an “order parameter” to describe the phase transition of a superconducting material. Then 
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it was introduced by Cahn and Hilliard (1958) to describe the phase transformation in particular for spinodal 
decomposition. Later Kobayashi  (1993) introduced a first phase-field model for dendritic solidification in an 
undercooled metallic melt with morphologically unstable growth. The gradient of the phase field in the energy 
functional makes the formulation non-local and allows changes in the neighborhood of a specific point in space 
to influence the time evolution of the system. In this regard, the time evolution of the order parameter is governed 
by the demand for free energy minimization, which is why phase-field models are also called “time-dependent 
Ginzburg-Landau models”:

𝜙̇𝜙 = −𝑀𝑀𝜙𝜙

𝛿𝛿 (𝜙𝜙)

𝛿𝛿𝛿𝛿
.� (2)

Here Mϕ is the interface mobility with units of inverse time multiplied by inverse energy density.

In the same way, we can write down the evolution equation for concentration, which is a conserved order param-
eter. This equation is also referred to as the Cahn-Hilliard equation (Cahn & Hilliard, 1958),

𝑐̇𝑐 = ∇𝑀𝑀𝑐𝑐∇
𝛿𝛿 (𝑐𝑐)

𝛿𝛿𝛿𝛿
,� (3)

where Mc is an atomic mobility.

In more technical terms, conserved quantities (e.g., mass or concentration) are treated using Equation  3 and 
non-conserved quantities (e.g., phase fields, geometrical properties—Euler angles to characterize interfaces) are 
treated using Equation 2. The calculation of the temporal evolution of a system requires the use of derivatives 
of the free energy in the above form, leading to the use of functionals (roughly, a function of a function) and 
varia tional derivatives which are defined as

𝛿𝛿
𝛿𝛿𝛿𝛿

=
𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
− ∇ ⋅

𝜕𝜕𝜕𝜕

𝜕𝜕∇𝜙𝜙
,� (4)

where f is the energy density which is under the sign of the volume integral in Equation 1.

In the following we will generalize the two-phase model introduced before to a multiphase field model, as 
described in details in the work of Steinbach and Pezzolla  (1999), Steinbach  (2009). The model can treat an 
arbitrary number of crystals by using a set of phase fields ϕα(x, t), limited only by available computer resources. 
As before, phase fields are defined as ϕα = 1 in the bulk α phase/grain and ϕα = 0 in other phases/grains. The 
different grains can belong also to structurally different thermodynamic phases.

The time evolution of phase fields in the multi-phase formalism is constructed following Equation 2 as a sum over 
all dual interactions between the phases

𝜙̇𝜙𝛼𝛼 = −

𝑁̃𝑁∑

𝛽𝛽=1

𝑀𝑀𝛼𝛼𝛼𝛼

𝑁̃𝑁

(
𝛿𝛿
𝛿𝛿𝛿𝛿𝛼𝛼

−
𝛿𝛿
𝛿𝛿𝛿𝛿𝛽𝛽

)
,� (5)

where Mαβ is the interface mobility, defined separately for each pair of phases, 𝐴𝐴 𝑁̃𝑁 is number of phases in a contact 
point on the interface. The generalization of the free energy functional 𝐴𝐴  for multiple phases will be presented in 
the next Section 3, Equation 6.

3.  Multi-Phase-Field Model Adopted for the Simulations of the Olivine and 
Plagioclase Crystal Growth
3.1.  Governing Equations

In the present study, the multi-phase field model of Steinbach (2009) has been applied using the open source 
library OpenPhase (OpenPhase, 2023). Here we consider a monomineralic system with N − 1 crystals of the 
same solid phase but different orientations growing in a liquid phase. The crystals are defined by phase fields ϕα 
and the liquid is defined by the phase field ϕL. The sum of all phase fields in a point in space and time is equal to 
1. The crystals can come in contact with each other and form solid-solid interfaces of different misorientations. 
Individual orientations of crystals are defined in 3D by three Euler angles.
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The free energy of a multi-phase system with N phase fields is formulated based on the functional (1)

 = ∫�

( �
∑

�≠�

4���

�

{

−
�2

�2
∇�� ⋅ ∇�� + ����

}

+
�(� )
2

(� − ���(� ))2
)

�� ,
� (6)

where the first two terms within the brackets set the interface energy σαβ between the phase fields ϕα and ϕβ, the 
second term within the brackets is the double obstacle potential. The last term is the chemical free energy density 
of the bulk material, fc, which depends on concentrations and temperature T (as well as pressure, P, in principle, 
but variations of P are not considered in this study). It is treated here in the parabolic approximation of a total free 
energy density, centered around the equilibrium composition c eq(T) of the system at a given temperature. This is 
in general a good approximation for diffusion controlled transformations, where the interface is assumed to be 
in local equilibrium.

The chemical part of the free energy density is the total Gibbs energy of the phases and is defined as a parabolic 
function of the chemical composition (Kundin et al., 2015). Here, c is the local mixture concentration, c eq is the local 
equilibrium mixture concentration, defined as a weighted sum on the interface between solid and liquid phases.

𝑐𝑐 = 𝑐𝑐𝑆𝑆𝜙𝜙𝑆𝑆 + 𝑐𝑐𝐿𝐿(1 − 𝜙𝜙𝑆𝑆 ),� (7)

𝑐𝑐𝑒𝑒𝑒𝑒 = 𝑐𝑐
𝑒𝑒𝑒𝑒

𝑆𝑆
𝜙𝜙𝑆𝑆 + 𝑐𝑐

𝑒𝑒𝑒𝑒

𝐿𝐿
(1 − 𝜙𝜙𝑆𝑆 ),� (8)

where cL and cS are the local concentrations in solid and liquid phases, and 𝐴𝐴 𝐴𝐴
𝑒𝑒𝑒𝑒

𝐿𝐿
 and cS are equilibrium concentra-

tions, 𝐴𝐴 𝐴𝐴𝑆𝑆 =
∑𝑁𝑁−1

𝛼𝛼≠𝐿𝐿 𝜙𝜙𝛼𝛼 is the local sum of all solid phases, ϕL = (1 − ϕS) is phase filed responsible for the liquid 
phase. The sum is taken over all N − 1 solid grains, which are the crystals of the same thermodynamic phase.

X in Equation 6 is the mixture thermodynamic factor which is also defined as a weighted sum on the interface 
between solid and liquid phases

𝑋𝑋 =

(
1

𝑋𝑋𝑆𝑆

𝜙𝜙𝑆𝑆 +
1

𝑋𝑋𝐿𝐿

(1 − 𝜙𝜙𝑆𝑆 )

)−1

=
𝑋𝑋𝐿𝐿

𝑘𝑘𝑘𝑘𝑆𝑆 + (1 − 𝜙𝜙𝑆𝑆 )
� (9)

with XL, XS being the thermodynamic factors of liquid and solid phases, k = XL/XS is the partition coefficient. It 
can be seen that X becomes XL in the liquid and XS in the solid phase.

In the olivine system considered in this study, the temperature is assumed to be homogeneous and constant during 
simulation. In the plagioclase system, the cooling rate is constant and cooling is considered as series of isothermal 
steps (see contrasting examples of olivine vs. plagioclase below). The binary phase diagrams are linearized, that 
is, the slopes of the liquidus and solidus are approximated as linear within the range of interest with a partition 
coefficient, k, that describes the distribution of components between a solid and a coexisting liquid, that is, 
k = dcS/dcL = mL/mS = XL/XS, where mL/S = ∂T/∂cL/S are the liquidus and solidus slopes. Note that irrespective of 
the complexity of a phase diagram, a small segment of the solidus and liquidus lines may always be expressed in 
a linear form. With these approximations, the equilibrium concentration of liquid and solid phases 𝐴𝐴 𝐴𝐴

𝑒𝑒𝑒𝑒

𝐿𝐿
 and 𝐴𝐴 𝐴𝐴

𝑒𝑒𝑒𝑒

𝑆𝑆
 at 

a temperature T are calculated as

𝑐𝑐
𝑒𝑒𝑒𝑒

𝐿𝐿∕𝑆𝑆
= 𝑐𝑐

𝑒𝑒𝑒𝑒

𝐿𝐿∕𝑆𝑆
(𝑇𝑇0) +

(𝑇𝑇 − 𝑇𝑇0)

𝑚𝑚𝐿𝐿∕𝑆𝑆

,� (10)

where T0 is the liquidus temperature for a given initial composition of the system C0 (see Figure 2). The linear 
dependency can be also changed to non-linear functions corresponding to the specifics of any phase diagram 
with mL/S(T).

After substitution of the functional (6) in Equation 5, we obtain the resulting kinetic equation for a phase field

�̇� =
�̃
∑

�=1
���

(

1
�̃

�̃
∑

�=1

[

�∗
�� − �∗

��

]

[

∇2�� +
�2

�2
��

]

+ �
�
Δ���

√

����

)

.
� (11)



Journal of Geophysical Research: Solid Earth

KUNDIN ET AL.

10.1029/2023JB026718

6 of 19

The mobility μαβ is the rescaled interface mobility in Equation 5 as 𝐴𝐴 𝐴𝐴𝛼𝛼𝛼𝛼 =
8𝜂𝜂

𝜋𝜋2
𝑀𝑀𝛼𝛼𝛼𝛼 . In this paper, we have used 

constant mobility for all interfaces, that is, μαβ = μ0. Of course, different mobilities of different interfaces can have 
a strong influence on the shapes of crystals and the evolution of the microstructure—we leave the exploration of 
this aspect for future studies.

The last term in Equation 11 is obtained as the derivative over the phase fields of the chemical part of the free 
energy. The function 𝐴𝐴

√
𝜙𝜙𝛼𝛼𝜙𝜙𝛽𝛽  is added to guarantee a self similar moving front solution of the dual interface, that 

is, that it’s profile is not deformed during motion (see Appendix of Steinbach (2009)). The driving force, Δgαβ, is 
not zero only for two thermodynamic phases (solid and liquid) and is defined as

Δ𝑔𝑔𝑆𝑆𝑆𝑆 =
𝑋𝑋𝐿𝐿

(
𝑐𝑐
𝑒𝑒𝑒𝑒

𝑆𝑆
− 𝑐𝑐

𝑒𝑒𝑒𝑒

𝐿𝐿

)
(𝑐𝑐 − 𝑐𝑐𝑒𝑒𝑒𝑒)

𝑘𝑘𝑘𝑘𝑆𝑆 + (1 − 𝜙𝜙𝑆𝑆 )
=

Δ𝑆𝑆𝑚𝑚𝑚𝑚𝐿𝐿(𝑐𝑐 − 𝑐𝑐𝑒𝑒𝑒𝑒)

𝑘𝑘𝑘𝑘𝑆𝑆 + (1 − 𝜙𝜙𝑆𝑆 )
,� (12)

where 𝐴𝐴 Δ𝑆𝑆𝑚𝑚 = 𝑋𝑋𝐿𝐿

(
𝑐𝑐
𝑒𝑒𝑒𝑒

𝑆𝑆
− 𝑐𝑐

𝑒𝑒𝑒𝑒

𝐿𝐿

)
∕𝑚𝑚𝐿𝐿 is the entropy of transformation. Equation 12 shows two variants to calculate 

the driving force, first in terms of the thermodynamic factors (see Kundin et al. (2015), for details) and second in 
terms of the difference in the entropy (see Eiken et al. (2006)). Both variants are appropriate for our study. The 
multi-phase method can be consistently extended to provide various driving forces, address different extents of 
anisotropic surface energy, and to consider various grain boundary effects.

𝐴𝐴 𝐴𝐴∗

𝛽𝛽𝛽𝛽
 and 𝐴𝐴 𝐴𝐴∗

𝛼𝛼𝛼𝛼 are the stiffness's of the interfaces. Due to anisotropy, the surface energy in the functional (6) is 
a function of an inclination angle θ, which is the angle between a crystal direction in a crystal lattice and the 
normal to the interface n = ∇ϕ/|∇ϕ|. Hence, σ(θ) is a function of gradients, ∇ϕ, and by means of Equation 4, it 
transforms  to the 'stiffness' σ*(θ) = σ + σ″, where σ″ is the second derivative of σ with respect to θ. Note that the 
stiffness as well as the surface energy is a characteristic of each facet of a crystal. In this paper, we use a special 
developed anisotropic model for faceted crystals described below in Section 3.3.

By substitution of the energy functional Equation 6 in Cahn-Hilliard Equation 3, one obtains the diffusion equa-
tion for the concentration field

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
= 𝛁𝛁 ⋅

[
𝐷𝐷𝛁𝛁

(𝑐𝑐 − 𝑐𝑐𝑒𝑒𝑒𝑒)

𝑘𝑘𝑘𝑘𝑆𝑆 + (1 − 𝜙𝜙𝑆𝑆 )
+ 𝐣𝐣at

]
.� (13)

Here jat is the anti-trapping current, which is used for the case where the rate of diffusion in the solid is very slow, 
D = McX ≅ (DSϕS + DL(1 − ϕS))(kϕS + (1 − ϕS)) is the mixture diffusion coefficient with DL and DS being the 
diffusion coefficients in the liquid and solid phases, respectively, and Mc is the mixture atomic mobility.

Depending on the application one may start from different thermodynamic functionals such as the Helmholtz free 
energy, or the Gibbs free energy. Here we treat only problems of phase transformations with fixed temperature 
and pressure and therefore we use the Gibbs free energy. The chemical part of the free energy density Δg is, in 
general, defined by the total Gibbs energy of a material point composed of different phases and depends on the 

Figure 2.  3-D views of olivine crystals simulated with the (001), (010), (101), (110), and (021) faces.
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composition (in simple binary systems it is simply the concentration c). It has been typically taken from thermo-
dynamic databases such as CALPHAD (Lukas et al., 2007) for many metallic systems and ceramics and may be 
connected to databases such as MELTS (Ghiorso & Sack, 1995) for mineral-melt systems.

3.2.  Estimation of Interface Mobility

The phase-field models define the velocity of the moving interface by the so-called Gibbs-Thomson equation, 
which relates the velocity of the interface to the kinetic undercooling (Karma, 2001; Steinbach, 2009) by

𝑣𝑣𝑛𝑛 = 𝜇𝜇(Δ𝑔𝑔 − 𝜎𝜎𝜎𝜎),� (14)

where 𝐴𝐴 𝐴𝐴𝑛𝑛 is the velocity in the direction normal to the interface at a given point, μ is the mobility, σ is the inter-
facial energy for isotropic systems, Δg is the constant part of the thermodynamic driving force and κ is the mean 
curvature of the interface. For the anisotropic case, σ should be replaced by the stiffness, σ*.

The expression for the interface mobility, μ, of a solid-liquid interface for a diffusion-controlled process (in 
this case, the physical interface mobility is expected to be high) was given by Karma and Rappel  (1998), 
Steinbach (2009), Kundin and Steinbach (2019). For interface-controlled processes, the physical interface mobil-
ity is expected to be slow in comparison to the diffusion time scale and μ may be estimated by making use of the 
Gibbs-Thomson Equation 14.

For the systems investigated in this paper, the crystallization process is interface -controlled, that is, the mobility 
is slower than for diffusion-controlled growth. To estimate the mobility, we have used the experimental interface 
velocity at a given undercooling.

3.3.  Modeling of the Anisotropic Surface Energy for Faceted Crystals

Grain boundary energies of only a few minerals are known, but it is now becoming possible to calculate grain 
boundary energies for different crystals using ab-initio simulations, and some examples in the material science 
literature include (Kim et al., 2011; Lee & Choi, 2004). For faceted crystals, the growth velocity is inversely 
proportional to the surface energy for a particular facet. The surface energy anisotropy (the dependency of growth 
rate on the crystal plane) can be estimated using different experimental methods, for example, using experimental 
crystal growth velocity in different crystal directions. The relative values of the surface energy for different facets 
can also be estimated using the shape of the crystal using the fact that a distance from the center to a crystal facet 
is proportional to the surface energy. The absolute value of surface energy can be calculated by atomistic methods 
(e.g., ab-initio calculations). The surface energy of olivine was calculated, for example, by de Leeuw et al. (2000), 
Bruno et al. (2014). There are also experimental methods for the definition of grain boundary anisotropy based 
on the relative abundance of different grain boundary planes in an aggregate (e.g., see Saylor et al. (2000) for an 
example in MgO, and Marquardt et al. (2015) for olivine). A single experimental study is available on the meas-
urement of interfacial energy between olivine and a basaltic melt (Cooper & Kohlstedt, 1982).

The anisotropic surface energy is responsible for equilibrium shapes of the individual faceted crystals growing 
in melts and is given by the Wulff construction, which minimizes the total surface energy of the system. The 
anisotropic model used in this work was suggested by McFadden et al. (1993) and successfully implemented by 
Salama et al. (2020) for 3-D grain growth. The solid-liquid interface energy of a crystal α is defined as a function 
of the inclination angle θα which is defined in its turn in each point of the moving interface as an angle between 
the interface normal nα and the nearest facet normal 𝐴𝐴 𝐤𝐤𝛼𝛼

𝑖𝑖𝑖𝑖𝑖𝑖
 . The facet normals are defined at the beginning of the 

simulation for each particular crystal α depending on its orientation and are represented by Miller indices {ijk}. 
The surface energy is then calculated by the anisotropic function of the inclination angle

𝜎𝜎𝛼𝛼(𝜃𝜃𝛼𝛼, (𝑖𝑖𝑖𝑖𝑖𝑖)) = 𝜎𝜎𝑖𝑖𝑖𝑖𝑖𝑖

√
sin

2
(𝜃𝜃𝛼𝛼) + 𝜅𝜅2cos2(𝜃𝜃𝛼𝛼),� (15)

where σijk is the maximum surface energy of a facet (ijk), κ is the anisotropy parameter which is smaller for larger 
anisotropy. This function produces the flat faces of crystals which grow by propagation of planar interfaces in a 
manner that is different from the mechanism for dendritic growth models.

The different crystal facets have different areas at equilibrium, which should be smaller for facets with larger 
surface energies. That is because of the minimization of energy during crystal growth. Furthermore, the growth 
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rate should be faster for a facet with a larger surface energy and smaller surfaces area. In order to capture these 
relationships, we define the maximum surface energy of a facet (ijk) as a function of the surface area ratio, i. e.,

𝜎𝜎𝑖𝑖𝑖𝑖𝑖𝑖 = 𝜎𝜎001

𝐴𝐴001

𝐴𝐴𝑖𝑖𝑖𝑖𝑖𝑖

,� (16)

where Aijk and A001 are the areas of the facets (ijk) and (001), respectively, and σ001 is the maximum surface energy 
of the (001) facet which is used as reference energy. In the phase-field model, the growth rate is inversely propor-
tional to stiffness, hence we can assume that the stiffness is directly proportional to the area of a facet. Based on 
this assumption, we calculate the stiffness σ* related to the inclination angle as

�∗
� (��, {���}) =

�2
���

�2
001

(��(��) + �′′
� (��))

= �001
����

�001
�2
(

sin2(��) + �2cos2(��)
)−

3
2 .

� (17)

Note that the assumption for the stiffness suggested here is a simplification with a clear physical meaning.

The model above is valid for single crystals in melts. To calculate the interface energy between two crystals that 
are in contact, we define a solid-solid interface energy σαβ as a mean value of two solid-liquid interfaces

𝜎𝜎𝛼𝛼𝛼𝛼 =
𝑟𝑟𝑠𝑠𝑠𝑠

2
(𝜎𝜎𝛼𝛼 + 𝜎𝜎𝛽𝛽),� (18)

where rsl is the ratio between solid-solid and solid-liquid interface energies. Usually, the energy of solid-solid 
interface is larger, resulting in rsl > 1. Then, in a similar way, the stiffness of the boundary between solids is 
defined as

𝜎𝜎∗

𝛼𝛼𝛼𝛼
=

𝑟𝑟𝑠𝑠𝑠𝑠

2

(
𝜎𝜎∗
𝛼𝛼 + 𝜎𝜎∗

𝛽𝛽

)
.� (19)

In the case of small misorientation angles, interface energy decreases very fast as the misorientation angle 
decreases. To mimic this behavior, we define the ratio rsl for misorientations θα − θβ < 5° equal to 𝐴𝐴 𝐴𝐴m

𝑠𝑠𝑠𝑠
= 1 .

3.4.  Evaluation of Crystal Size Distribution (CSD)

The crystal size distribution (CSD) is defined by the number of crystals within a given size interval per unit area 
divided by the length interval (bin width) (Higgins, 2000, 2006), that is,

𝑛𝑛𝑉𝑉 (𝐿𝐿) =
𝑁𝑁(𝐿𝐿𝑋𝑋𝑋𝑋 )

|𝐿𝐿𝑋𝑋 − 𝐿𝐿𝑌𝑌 |𝑉𝑉
,� (20)

where N(LXY) is the total number of crystals in the simulation domain in the size interval LX to LY, |LX − LY| is the 
bin width, and V is the domain volume.

The parameter nV(L) is called the population density and has units of 1/L 4. The corresponding CSDs are usually 
plotted as ln(population density) versus crystal size (Cashman, 2020; Marsh, 1988).

4.  Numerical Results
We illustrate the capabilities of phase-field modeling using two common petrological systems—the olivine—
melt system and the plagioclase—melt system. We underscore that interfacial energies playing a central role in 
phase-field calculations are not well known in most mineralogical systems. For illustration here, we have guessed 
values for the relevant energies that may yield textural appearances that correspond to those frequently observed 
in natural systems. The values for olivine were chosen to be in the range expected from the study of Cooper and 
Kohlstedt (1982). The point of this exercise is two-fold. First, to encourage the experimental measurement of 
the relevant parameters given the availability of this tool. Second, in natural systems where all other parameters 
may be independently constrained, model fits may be used to infer/constrain the values of the relevant interfacial 
energy parameters. The second exercise may provide a means of evaluating the range of variability of interfacial 
energy parameters in natural systems, and help to identify critical systems for detailed experimental studies.
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4.1.  Olivine—Melt System

The model parameters are listed in Table 1. The calculations were carried out for a melt of composition 73 wt.% 
Forsterite with a constant undercooling of 50 K (i.e., at a constant temperature of 1725°C). The diffusion coef-
ficient is chosen as in silicate melts circa 10 −12 m 2/s (Dingwell, 2006). The mean growth rate of olivine crystals, 

𝐴𝐴 𝐴𝐴𝑛𝑛 is assumed as 10 −5 m/s (Zieg & Lofgren, 2002). The interface mobility is 
defined at the undercooling 10 K as μ = 𝐴𝐴 𝐴𝐴𝑛𝑛 /|ΔSm(T0 − T)| ∼ 10 −13 m 4(Js) −1.  
This value is close to the diffusion controlled growth. No flux boundary 
conditions in all directions are chosen for all fields. The liquidus slope and 
the partition coefficient is calculated from the experimental phase diagram 
in Figure 3 and from Ford et al. (1983). The entropy is calculated from the 
cryoscopic equation (Philpotts, 1988) as

Δ𝑆𝑆𝑚𝑚 =
2𝑅𝑅

𝑉𝑉𝑚𝑚

ln

(
𝑋𝑋𝐿𝐿

E

𝑋𝑋𝑆𝑆

E

)(
1 −

𝑇𝑇 A
𝑚𝑚

𝑇𝑇

)
,� (21)

where R is the gas constant, Vm, is a molar volume 𝐴𝐴 𝐴𝐴 E
𝑚𝑚  is the melting tempera-

ture of an end-member, 𝐴𝐴 𝐴𝐴𝐿𝐿
E
 and 𝐴𝐴 𝐴𝐴𝑆𝑆

E
 are the liquid and solid equilibrium molar 

fraction of the end-member at a temperature T. The surface energy of olivine 
crystals is taken from Lilova et al. (2018). A ratio between solid-solid and 
solid-liquid interface energies is chosen as rsl = 1.5.

Table 1 
Model Parameters for the Systems Olivine—Melt and Plagioclase—Melt

Parameter Symbol Olivine Plagioclase Units

Grid spacing Δx 1 × 10 −5 1 × 10 −5 m

Time steps Δt 5 5 × 10 −2 s

Interface width η 5Δx 5Δx m

Surface energy σ001 2.45 1.00 J m −2

Surface energy σ100 1.22 0.12 J m −2

Ratio between energies rsl 1.5 and 4 1.5 –

Anisotropy strength κ 0.2 0.173 –

Interface mobility μ0 1 × 10 −13 2.5 × 10 −12 m 4 (J s) −1

Diffusion coefficient in liquid DL 3 × 10 −12 3 × 10 −10 m 2 s −1

Diffusion coefficient in solid DS 3 × 10 −16 3 × 10 −16 m 2 s −1

Initial concentration in melt at T0 𝐴𝐴 𝐴𝐴
𝑒𝑒𝑒𝑒

𝐿𝐿
(𝑇𝑇0)  73 (Fo) 74 (An) wt. %

Initial concentration in crystals at T0 𝐴𝐴 𝐴𝐴𝑖𝑖𝑖𝑖

𝑆𝑆
(𝑇𝑇0)  90 (Fo) 90 (An) wt. %

Equilibrium concentration in melt at T 𝐴𝐴 𝐴𝐴
𝑒𝑒𝑒𝑒

𝐿𝐿
(𝑇𝑇 )  62 (Fo) 72 (An) wt. %

Equilibrium concentration in crystals at T 𝐴𝐴 𝐴𝐴
𝑒𝑒𝑒𝑒

𝑆𝑆
(𝑇𝑇 )  85 (Fo) 89 (An) wt. %

Liquidus slope mL −4.6 −2.0 K/wt%

Solidus slope mL −12.8 −5.0 K/wt%

Partition coefficient k 0.36 0.40 –

Molar volume Vm 43 101 cm 3 mol −1

Entropy of transformation ΔSm 1.6 1.0 J cm −3 K −1

Liquidus temperature T0 1,830 1,553 °C

Initial undercooling T0 − T 50 5 K

Cooling rate 𝐴𝐴 𝑇̇𝑇   0 0.02 K/s

Figure 3.  Phase diagram of the Fo-Fa system and the thermodynamic history 
used in the simulation of olivine crystals.
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4.1.1.  Single Olivine Crystal Shape

To model the shape of the real olivine crystals from Welsch et al. (2012), we use the following surface area ratios 
estimated from the experimental pictures:

The simulated shape of a single olivine crystal is shown in Figure 2. It is formed by using a driving force that 
depends on the change of the crystal volume by ΔG ∼ (V − V0)/V0, where V0 is an initial crystal volume. An 
initially round crystal of radius 20Δx was placed in a cubic domain of size 66 × 66 × 128Δx. After 2,000 time 
steps (ts), the crystal shape transforms to the equilibrium one following the chosen anisotropic surface energy 
parameters. In numerical simulations, we will use this algorithm to balance the shape of seeds before running the 
main simulation loop.”

4.1.2.  Solidification of a System of Olivine Crystals

In the following, we present the simulation of the monomineralic solidification of olivine crystals in a basaltic 
melt. An exponential distribution of nuclei (Hersum & Marsh,  2006,  2007) is modeled by the generation of 
seeds of random sizes distributed by exponential law and randomly distributed in space. The random size of 
seeds is defined as R0 = (7 + 0.5 ⋅ 10 1.3  δ)Δx, where δ is a random number from 0 to 1. This method produces an 
exponential distribution of seeds which then results in a linear crystal size distribution, as used in the theoretical 
models of crystallization in rocks (Higgins, 2000). To avoid the contact of seeds (pure homogeneous nucleation), 
the distance between the seeds is limited to 20Δx. The scheme of the phase diagram with the initial composition 
C0 and the liquidus temperature for this composition T0 is shown in Figure 3. We assume that seeds are formed 
at higher undercooling, and hence they have initial compositions that are different from the equilibrium compo-
sition at temperature T. Here we track the crystallization in a closed system with a constant bulk composition of 
73 wt.%Fo.

Simulation 1 was carried out in a cubic domain of size 186 3Δx with 320 seeds. The simulated microstructure is 
shown in Figure 4 as 3-D views at the different time steps (ts): 5,000 s (1,000 ts), 30,000 s (6,000 ts), and 70,000 s 
(14,000 ts). The corresponding 2-D slices through the 3-D microstructure with the concentration field are shown 
in the second row of Figure 4. 2-D slices correspond to different faces of 3-D plots. On 2-D slices, we can see 
anisotropic crystals of different orientation. The concentration of fayalite in crystals is different in the center and 
along the edge. This is due to the fact that the initial concentration of seeds was chosen at a temperature below 
the solidification temperature. Due to the small diffusion coefficient in a solid, diffusion between different areas 
of concentration is slow.

In Simulation 2, the system size is increased to 276 3Δx and the number of seeds to 580. We specifically took 
different densities of seeds as an example to show that it does not affect the quality of the CSD. The simulated 
microstructure as 3-D views of crystals and 2-D slices of the concentration field is shown in Figure 5 at different 
time steps. The CSDs for both tests are shown in Figure 6. It can be seen that CSDs change similarly with time in 
both simulations. Hence the system size and the density of seeds do not influence the texture. The initial number 
of crystals decreases during crystallization and the CSDs change from the linear to the parabolic form. That 
means that an initially imposed exponential distribution of crystal sizes is not retained during grain growth. This 
is because the growth rate depends on the crystal size, so that the small crystals dissolve and the larger crystals 
grow faster. The time evolution of the solid fraction for Simulations 1 and 2 are compared in Figure 7. The solid 
fraction goes to its equilibrium value for the given undercooling. In the second test, we started with a smaller 
solid fraction, however, the slope of the time dependence is similar to the first simulation test, reflecting a similar 
average growth rate.

4.1.3.  Effect of the Solid-Solid Interface Energy

The ratio between solid-solid and solid-liquid interface energies affects the ability of crystals to bind to each 
other. In order to study this behavior, we carried out the Simulation 3 in the domain size of 186 3Δx with 480 

faces (001) (100) (010) (101) (110) (021)

Aijk/A001 1 0.5 1.67 0.83 2.33 2.26
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Figure 4.  3-D views of the microstructure of the olivine crystals and 2-D slices with the concentration fields of fayalite in Simulation 1 at 5,000 s, 30,000 s, and 
70,000 s. Colors in 3-D represent the phase fields. The system size is 1,860 μm in each direction.

Figure 5.  3-D views of the microstructure of the olivine crystals and 2-D slices with the concentration field of fayalite in Simulation 2 at 5,000 s, 30,000 s, and 
70,000 s. Colors in 3-D represent the phase fields. The system size is 2,760 μm in each direction.
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initial seeds of random size. The ratio is increased to rsl = 4. The simulated microstructure (phase fields) is 
shown in Figure 8 at times 5,000 s (1,000 ts), 30,000 s (6,000 ts), and 75,000 s (15,000 ts) that correspond 
to the solid fractions 19%, 35%, and 61% respectively. The corresponding 2-D slices with the concentration 
field are shown in Figure 8 on the bottom. The main difference with the previous simulation runs is that 
the crystals do not bond to each other, and a thin layer of melt of size from 4 to 5Δx remains between the 
crystals. The CSDs and the crystal fraction evolve with time in the same manner as in previous tests (see 
Figure 6c).

Future work is necessary to compare the simulated microstructures with experimental data and estimate the ratio 
between the solid-solid and solid-liquid interface energies. Furthermore, one should take into account the mini-

mum interface energy at small misorientations between crystals that results 
in the formation of groups of intergrown crystals of the same orientation as it 
was observed in the work of Welsch et al. (2012).

4.1.4.  Effect of the Interface Mobility

In Simulation 4 we demonstrate how the phase-field model can reproduce the 
linear CSDs observed in experiment. Here we will refer to the work of Zieg 
and Lofgren (2002), where olivine growth rates were measured during the 
solidification experiment versus the crystal length. Using these experimental 
data, we have included in the model the dependency of the interface mobility 
on the crystal size as 𝐴𝐴 𝐴𝐴𝛼𝛼𝛼𝛼 = 𝜇𝜇0𝑉𝑉𝛼𝛼(𝑡𝑡)∕𝐿𝐿

3

0
 , where Vα(t) is the current volume 

of a crystal and L0 = 300 μm is a reference crystal length. Such dependency 
can be caused by the strong anisotropy and the epitaxial growth of crystal 
facets. Future study of this behavior in mineral systems is needed which is 
completely different from the dendritic growth in metals. The test was carried 

Figure 6.  Time evolution of CSDs in Simulation 1 (a), Simulation 2 (b), Simulation 3 (c), Simulation 4 (c).

Figure 7.  Time evolution of the crystal fraction of olivine in Simulations 1, 2.
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out in the same system as in Simulation 2: the size 276 3Δx, 580 seeds. The results are shown in Figure 6d. The 
CSDs keep the linear form, the right side of the dependency expands with more large crystals. The small crystals 
do not grow and do not dissolve, they remain in the system due to the slow interface mobility. The simulated 
CSDs evolve similar to the experiment, as expected.

4.2.  Plagioclase—Melt System

The model parameters that were used in the calculations are listed in Table 1. 
The diffusion is chosen to be faster than in the previous system. The aniso-
tropy of the triclinic symmetry of a plagioclase crystal is modeled by two 
facets (100) and (001) with different surface energies. In contrast to the 
previous example, here we track the crystallization in the plagioclase system 
for a closed system with a constant bulk composition of 74 wt.%An for a 
constant cooling rate of 0.02 K/s. The numerical simulation was carried out 
in a rectangular domain of size 200 × 520Δx (2,000 × 5,200 μm). The phase 
diagram of the plagioclase—melt system and the initial composition are 
illustrated in Figure 9. The slopes of boundaries in the phase diagram are 
approximated by linear functions. The entropy ΔSm is estimated by Equa-
tion 21 at the middle of the solidification interval. The surface energy is taken 
from Taniguchi  (1988). Figure  10 shows a series of stages (abundance of 
phases, orientation of crystals and compositions of crystals and melt in each 
case) in the calculated evolution of the system for different temperatures. We 
introduce 44 circular seeds, each with a radius of R0 = 10Δx, at random posi-
tions in the system. The initial concentrations in seeds and the liquid phase 
are at equilibrium at the undercooling of 5 K. Then we let them grow without 
thermodynamic driving force to form the anisotropic shape as described in 

Figure 8.  3-D microstructure of the olivine crystals and 2-D slices with the concentration field at times 5,000 s (1,000 ts), 30,000 s (6,000 ts), and 75,000 s (15,000 ts) 
in the simulations with the large ratio rsl = 4. Colors represent the phase fields. The system size is 1,860 μm in each direction.

Figure 9.  Plagioclase phase diagram. The arrow shows the initial 
concentration of the system.
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Section 4.1.1. Then the cooling turns on with the cooling rate 0.02 K/s, and 
the simulations proceed till the solidus line at the undercooling of 77 K.

The simulation results, the shapes of crystals and their compositions are 
shown in Figure 10 at different temperatures T = {T1,T2,T3,T4,T5}, which 
corresponds to undercoolings ΔT = {5, 23, 41, 53, 77} K and times t = {0, 
900, 1,800, 2,400, 7,200 + 4,800} s. The evolution of solid fraction during 
the cooling process is plotted in Figure 11 in comparison to the equilibrium 
calculations (level rule). At the temperature T5, the system is subjected to 
homogeneous annealing at the constant undercooling for an additional time 
equal to 4,800 s. The liquid phase is assumed to be solidified. During this 
annealing process the composition in the system is homogenized. To accel-
erate the homogenization, the diffusion coefficient is changed to 3 × 10 −10. 
Figure 12a shows the crystal size distribution in the system as the number 
of crystals in a size interval (one bin of the histogram equals 80 μm), and 
Figure 12b shows CSD as the crystal population density by Equation 20.

Figure 10.  2-D microstructure of the plagioclase crystals with the concentration field (top row) and the phase field (bottom row) at various undercoolings during 
the cooling process: 5 K (T1), 23 K (T2), 41 K (T3), 53 K (T4), and 77 K (T5); the cooling rate is 0.02 K/s, the corresponding time is 0 s, 900 s, 1,800 s, 2,400 s, 
7,200 s + 4,800 s. The system size is 2,000 μm in x-direction and 5,200 μm in z-direction. Color bars represent the concentration of Albite.

Figure 11.  Evolution of the crystal fraction of plagioclase as a function of the 
undercooling. Equilibrium case and the simulation results with the cooling rate 
0.02 K/s.
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At T1, where 14% of the system should crystallize at equilibrium, the anisotropic seed crystals (in accord-
ance with the chosen difference in interfacial energies—see Table 1) begin to grow. At T2, 50% of the system 
crystallizes at equilibrium, and the calculation shows growth of crystals to larger sizes. The simulated solid 
fraction in this region is far behind that expected at equilibrium. Noticeable is the fact that the composition of the 
liquid at a particular point in space depends on the thermodynamic (and kinetic, through diffusion) interaction 
with the neighboring grains. Such interaction influences the growth rate of any given crystal and its shape. With 
further evolution, at T3 (66% crystallization), the growth continues and the crystal size distribution becomes 
more dispersed. The competition of growth between crystals produces some very large as well as some very small 
crystals. At T4 (85% crystallization), one has a compact crystal mush where the local compositional variation is 
very apparent. This has important implications for the compositions and shapes of subsequent plagioclase that 
grows from the melt. At T5 (100% crystallization), the solidus is reached and there should be no remaining liquid 
in equilibrium. However, there is still liquid present in the simulation due to the anisotropy of crystals (i.e., differ-
ent crystal surfaces have different energies and therefore some may still coexist with liquid at this temperature). 
In reality, the nucleation process may proceed between T2 and T5. Beyond this point, there are no significant 
changes in grain size of crystals but the compositions of the zoned crystals continue to evolve by diffusion. The 
extent of this depends obviously on the cooling rate and is an important parameter for diffusion chronometry.

Overall, the crystal size distribution evolves to larger sizes and becomes more dispersed with progressive crystal-
lization in the system. The change in crystal size distribution is a direct consequence of the competition between 
crystals for growth as the available volume of liquid reduces with progressive crystallization, as well as the 
attempt to minimize surface energies in the overall system through processes such as Ostwald ripening. During 
this evolution, some early formed smaller crystals disappear to enable the growth of larger crystals. Thus, the 
lifetime of a given crystal in the system is variable, and this aspect has important implications for diffusion 
chronometry.

The calculated microstructure at low temperatures can be qualitatively compared to the nature of observations 
and theoretical predictions in Morse et al. (2017), for example, the liquid fraction, the composition profiles.

Features such as the extent to which local melt compositions get trapped in growing crystals, whether they crys-
tallize according to the locally available composition or approach the expected equilibrium composition, and 
whether the distribution of melts wets grain boundaries or form more isolated pockets depend on the values of 
the various thermodynamic and kinetic parameters and their relative magnitudes (e.g., cooling rate, interfacial 
energies, diffusion rates in melts, among others).

5.  Discussion
The results above demonstrate that a formal quantitative structure that permits the calculation of textural evolu-
tion taking thermodynamic constraints into account for complex, anisotropic mineralogical systems is in place. 
The parameters that are necessary to perform such calculations have been enumerated, and gaps in knowledge—
mainly in our knowledge of various surface energy/interfacial energy parameters—have been identified. We have 

Figure 12.  CSD in plagioclase system during the cooling process with linear (a) and logarithmic scale (b) on the y-axis.
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also outlined various approaches that may allow these quantities to be determined. This includes the possibility 
of documenting the distribution of grain boundaries of different orientations in natural rocks to infer the relative 
magnitude of anisotropy in interfacial energies in a mineral (e.g., see Marquardt et al. (2015) for the method).

5.1.  Implications for Crystal Size Distribution (CSD) Analysis

A main advantage of the approach outlined here is that although nucleation behavior remains externally imposed 
(i.e., arbitrary), the growth rates obey local thermodynamic and geometrical constraints. Our calculations show 
that the form of crystal size distributions (CSD) depends on a competition between the thermodynamic driving 
forces and surface energy terms that try to reduce the energetic costs of creating surfaces, particularly surfaces 
with higher energies (in an anisotropic system). As a result, growth rates depend on sizes of crystals and are 
inversely related to the curvature of a crystal surface. We note that this aspect remains irrespective of whether the 
growth overall is by diffusion-controlled or an interface-controlled process. The general outcome is that growth 
rates are not constant during the evolution of a system, and that can result in a change of slope in a CSD plot. 
Cashman (2020) discusses various possibilities that may give rise to such breaks in natural systems, the results 
obtained here provide additional alternatives. Linear CSD patterns may be expected only for limited extents of 
crystallization. A number of new behaviors emerge as a consequence of non-constant growth rates. For example, 
some smaller crystals dissolve to facilitate the growth of larger crystals (a process akin to Ostwald ripening) 
and growth rates react to depletion/enrichment of certain components in the melt in the immediate vicinity of a 
growing crystal (e.g., see Figure 5). This extent of depletion/enrichment is controlled, in turn, by the diffusivity 
of the relevant elements in the melt and factors that control its physical dynamics (e.g., viscous flow, buoyancy 
effects)—thus, these models provide a connection between growth rates and the behavior of the melt in the 
system in which growth takes place. All of these aspects would influence the textural evolution of a natural 
system and as a consequence, the CSD that is measured.

5.2.  Implications for Melt-Inclusion and Mush Zone Studies

Our results with different values of interfacial energies, keeping other factors the same (e.g., Figure 8) show how 
melt films may separate two adjacent crystals for the certain values of this parameter. This aspect, and also the 
local enrichment/depletion effects discussed above, may cause a variety of different compositions to be trapped 
as melt inclusions in crystals growing in a closed system. In other words, external input of melt of a different 
composition is not necessarily required to produce melt inclusions with a wide range of compositions (see Wieser 
et al. (2020) for some related situations).

Phase-field simulations are sensitive to the orientation of individual crystals, since their shape depends critically 
on the interface energy anisotropy as a function of misorientation and inclination: surfaces and their properties 
play a central role in these calculations. Therefore, calculations such as those shown in Figure 5 may be used to 
distinguish between mush zones that have crystallized in situ, versus cumulate piles that may have been produced 
by sinking crystal in a magma reservoir (e.g., see Wieser et al. (2019)). How the combination of expected compo-
sitional zoning and orientation distributions of crystals differ in those two situations would be a particularly 
powerful petrogenetic tool.

5.3.  Implications for Compositional Zoning in Crystals and Diffusion Chronometry

In the simulations in this study we produced the seeds with considerable undercooling, so that the composition 
of the seeds were far removed from the equilibrium compositions expected at the given temperature. This auto-
matically produces compositionally zoned crystals because subsequently grown sections of the crystals form with 
the equilibrium compositions. The nature of such zoning is controlled by (a) the degree of undercooling, (b) the 
rates of diffusion of the relevant elements in the crystals, and (c) the time available for evolution (e.g., cooling 
rate, annealing time). These controls on the compositional zoning pattern observed in a crystal are critical inputs 
in diffusion chronometry but have not been explored yet in this context to any large extent. We demonstrate that 
phase-field modeling provides a path toward better understanding of this phenomenon.

Finally, and perhaps most importantly from the perspective of studies of timescales of magmatic processes, 
this tool promises to provide a bridge between determination of timescales using CSD analysis and diffusion 
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chronometry. Both, CSD patterns and compositional zoning patterns are calculated as part of the same internally 
consistent and to the extent permitted by availability of data, thermodynamically real calculations. We find, for 
example, that crystals do not grow monotonously since their time of nucleation. Instead, the population evolves 
through dissolution of some crystals and growth of others, and with different growth rates in different parts of the 
system. The direct consequence of this is that crystals of different sizes may have different growth zoning patterns 
and may have experienced diffusion for different lengths of time. The important consequence is that the lifetime 
of a given phase (say, olivine or plagioclase in the simulations considered in this study) in a system is different 
from the lifetime of a particularly crystal of the phase. In a magma reservoir residing for, say, 50 years at condi-
tions defined by a given set of intensive thermodynamic variables (P, T, 𝐴𝐴 𝐴𝐴O2

 ,…etc.) a phase such as olivine may be 
stable; but textural maturation involving dissolution and growth of crystals may have been completed much later, 
such that a given crystal of olivine may have been in place for, say, only 10 years. Then, 10 years is the maximum 
timescale that may be obtained from diffusion chronometry of olivine, using any chemical element. Thus, there 
is an inherent upper limit to timescales that may be accessible by diffusion chronometry of a given phase. This 
aspect has not been recognized yet but is crucial for application of diffusion chronometry in different settings. 
Phase field simulations provide a means of exploring that limit to timescales accessible by diffusion chronometry.

6.  Conclusion
In this study we have developed a framework for doing phase field calculations with minerals of complex chem-
istry and anisotropic crystal forms in isothermal as well as non/isothermal systems. The calculations permit the 
morphological and textural evolution of mineral - melt (or mineral—mineral) systems to be tracked maintaining 
internal consistency with thermodynamic phase equilibria relationships and diffusive mass transport between 
different parts of the system. Illustrations using common phase diagrams in petrology reveal some general behav-
iors that are relevant for applications in natural systems. For example, crystal growth at constant rates is found to 
occur over only limited ranges of crystallization if consistency with thermodynamic and diffusive mass transport 
relationships are maintained. This has important implications for the interpretation of crystal size distribution 
(CSD) patterns of natural systems. Kinetic controls on the development of compositional zoning in minerals 
(e.g., due to degrees of undercooling, diffusion rates of elements in minerals or in the surrounding melt) can 
be modeled on a grain by grain basis. This aspect allows the occurrence of different kinds of zoning patterns 
in different grains of the same mineral undergoing a given thermal history, or the occurrence of different melt 
compositions (e.g., as inclusions) in the course of such evolution, to be better understood in a quantitative manner. 
The overall textural evolution may be useful in distinguishing between crystal formed in-situ in a mush zone from 
those that formed as a cumulate. All of these aspects have fundamental implications for timescales accessible 
to diffusion chronometry, and they provide a bridge between the two commonly used tools of CSD analysis and 
diffusion chronometry in magmatic systems.

Data Availability Statement
The developed software is a part of the open source library OpenPhase (OpenPhase, 2023) as examples of the 
solidification of olivine and plagioclase systems. It can be downloaded from http://www.openphase.de.
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