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Abstract
Geoscience deals with all fields of natural science related to understanding past, current and future states of the 
Earth and the terrestrial bodies. Geoscience has many sub-disciplines that have strong roots in other sciences such as 
chemistry, physics, geography, biology and mathematics. Each sub-discipline generally works in isolation and is 
governed by different science unions, societies and associations. Datasets generated by each are diverse, complex 
and heterogeneous: few fully comply with the FAIR principles. Hence it is hard to integrate datasets both within and 
across each sub-discipline. To enable efficient integration of geoscience data to effectively contribute to societal 
grand challenges will require conformance to agreed international standards and compliance with FAIR. 

The first attempt at international digital integration of data within one of these sub-disciplines was OneGeology, 
which in 2008 harmonised geological map data globally. More recently, OneGeochemistry is emerging as a fledgling 
effort to unify geochemical data across multiple sample types and analytical techniques in the geochemical domain. 
Geophysicists have not yet taken up the call for OneGeophysics but the potential is there. 

Rather than developing standards completely within each sub-discipline, a more holistic approach is to leverage the 
Observation, Measurement and Samples (OMS) Standard (IS0 19156: 2023) and break down the standards and 
vocabularies required into modules based around the feature of interest, instrument, procedures, event, place, 
properties value, result, etc. 

This presentation will highlight potential ways to use OMS to accelerate development and convergence of standards 
and vocabularies required to enable OneGeoscience to become a reality. 





OneGeoscience: Providing FAIR global access to all 
Geoscience data - are we there yet?

This talk is about Science and in increasing need to share data to enable 
new and better science

1) Set the scene: what is science?
2) Then and now - what is driving change?
3) OneGeology
4) OneGeophysics
5) OneGeochemistry
6) Geosciences beyond the boundaries 
7) What are our priorities?



Setting the Scene: We are in a great time of change: 
What can we learn from history?

Source: https://upload.wikimedia.org/wikipedia/commons/2/2a/George_Santayana.jpg

George Santayana 

https://upload.wikimedia.org/wikipedia/commons/2/2a/George_Santayana.jpg


● I was born in the first half of the last century in the reign of King George VI.

● As an undergraduate in the late 1960’s, computers were something in the 
postdoc/advanced research sections of the Physics department.

● The internet did not exist (neither did EXCEL): it was pen, paper and typewriter.

● There were no computer science departments: there was something called “Applied 
Mathematics”.

● University science courses taught science and nothing else. 

● My formal training is in research science (geochemistry and mineral systems)

● Today, I would be called a “Data Scientist”

Who am I?



So what is a Data Scientist?

● In my beginnings there were no data scientists - there were 
nerdy scientists who cared about data, but there 
were no cheap tools to manage or store it.

● As the data deluge increased, computer experts were brought 
in to help researchers manage and process their data: they had 
no discipline knowledge.

● The majority of researchers had no data/computer science skills.

● Chaos ensued until it was recognised that there was something in the 
middle: researchers who understood data, and computer scientists with 
some discipline expertise - the data scientist was born.

● To me a data scientist is, and always sits, at the crossroads of science and 
computer science

https://www.datascience-
pm.com/data-analyst-vs-data-
scientist/

https://www.datascience-pm.com/data-analyst-vs-data-scientist/


Codd’s 1970 Seminal Paper on Relational 
Database Management Systems

1. Future users of large data banks need to be protected 
from having to know how the data is organised in the 
machine (the internal representation).

2. Activities of users at terminals … should remain unaffected 
when the internal representation of data is changed.

3. Changes in data representation will often be needed as a 
result of changes in query, update….and natural growth in 
the types of stored information. 

Codd, E. F, 1970. A Relational Model of Data for Large Shared Data Banks. Communications of 
the ACM Volume 13 Issue 6, June 1970 pp 377–387 https://doi.org/10.1145/362384.362685

https://dl.acm.org/toc/cacm/1970/13/6
https://doi.org/10.1145/362384.362685


What is a scientist?

● A true scientist is one whose data and conclusions can 
be independently verified

● Therefore, input artefacts (samples, software, data, 
algorithms, etc) need to be transparent, open and 
accessible so we can validate the both the data and 
then assess the conclusions

https://upload.wikimedia.org/wikipedia/com
mons/thumb/3/3e/Einstein_1921_by_F_Sc
hmutzer_-_restoration.jpg/1280px-
Einstein_1921_by_F_Schmutzer_-
_restoration.jpg

https://upload.wikimedia.org/wikipedia/commons/thumb/3/3e/Einstein_1921_by_F_Schmutzer_-_restoration.jpg/1280px-Einstein_1921_by_F_Schmutzer_-_restoration.jpg


Then and now:
What are the greatest changes I have seen?





Our science today needs to address societal needs and 
contribute to grand challenges for sustaining our planet

https://sdgs.un.org/goals

https://sdgs.un.org/goals


Our Research is increasingly reliant on International collaborations

Monastersky, R., and  Van Noorden, R., 2019. 150 years of Nature: a data graphic charts our evolution. 
Nature, 575(7781):22-23. https://doi.org/10.1038/d41586-019-03305

Modern 
research 
papers 
increasingly 
result from 
International 
collaborations

To solve Global Grand 
Challenges, we need to 
collaborate internationally 
on data

https://doi.org/10.1038/d41586-019-03305


In the 1980’s & 1990’s storage and memory were expensive

● In 1980 storage was ~$1M per 
gigabyte: efficiency was key!

● Controlled vocabularies:
• Were critical to efficient 

storage;
• Kept the data clean: helped 

those geologists who could not 
spell (i.e., 90%!!!)

● Around the turn of the century, I 
joined the international 
GeoSciML project: worked on key 
vocabularies, including rock 
types.

https://ourworldindata.org/technological-change


Top 500 exponential growth
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Exascale

Petascale

Terascale

Gigascale

See lists on https://www.top500.org/

Tier 0

Tier 1

https://www.top500.org/
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Gadi

Lesley’s 
iPhone

NCI Historical
Growth

Exascale

Petascale

Terascale

Gigascale

See lists on https://www.top500.org/

https://www.top500.org/


What Does More Computational Power Mean to our Science? 

https://www.bnlawrence.net/environment/2010/08/hpc_futures_-_part_one/


The “Power of the Picture” has 
dominated since 1815

● The view/image/picture of data was key and 
for a long time has been the main means of 
communication of scientific data.

● This has been dominant in geoscience since 
William Smith’s first geological map in 1815.

● It is all about ‘Human readable” and has 
been since 1815.

https://earthobservatory.n
asa.gov/images/8733/willi
am-smiths-geological-
map-of-england

https://earthobservatory.nasa.gov/images/8733/william-smiths-geological-map-of-england


● Through the semantic web we 
can now visualise millions of 
individual words (data points), 
not create visualisations of 
interpretations of millions of 
words (data points).

● It is now the ‘Power of the Each 
Observation’.

● New science is being enabled 
because we can look at data at 
full resolution

Network diagram of 400 
carbon-bearing minerals 
(colored circles).

Source: 
https://hazen.carnegiesci
ence.edu/research/miner
al-network-analysis

Science is changing - it is 
now the ‘Power of the 
Individual Observation’

https://hazen.carnegiescience.edu/research/mineral-network-analysis


With each generation, we adapt new technologies to more data



The NASA Processing Levels L0-L4: 
progressing from raw instrument data 
to multiple derivative products

● Raw instrument data.

● L0 = Reconstructed, unprocessed instrument data at full resolution.

● L1 = L0 data time-referenced, annotated & processed to sensor units.

● L2 = Derived geophysical variables at the same resolution.

● L3 = Variables mapped onto uniform space-time grid scales.

● L4 = Model outputs or results from analyses of lower-level data.

Source: https://earthdata.nasa.gov/collaborate/open-data-services-and-software/data-information-policy/data-levels

Source of Graphic: https://earthobservatory.nasa.gov/blogs/earthmatters/2015/04/29/elusive-
earthquake-imagery/

https://earthdata.nasa.gov/collaborate/open-data-services-and-software/data-information-policy/data-levels
https://earthobservatory.nasa.gov/blogs/earthmatters/2015/04/29/elusive-earthquake-imagery/
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Scaling up MT time series processing

The MagnetoTellurics time series data publication (MTtsdp) codes: https://github.com/nci/MTtsdp

Processing Levels Name Description

Packed Raw Data Raw Time Series Telemetry data streamed from site loggers

Level 0 Edited Time Series Time ordered instrument recorded data (e.g., raw voltages, counts) at full 
resolution

Level 1 Transformed Time Series Level 0 data that have been transformed (e.g., calibrated, resampled, 
rotated, had noisy data removed, filters applied).

Level 2 Derived frequency domain 
processed data

Geophysical parameters (e.g., impedance tensors) derived from 
frequency domain time series processing of Level 1 data

Level 3 Derived modelling inputs 
and outputs

Level 2 parameters converted into input files for modelling and inversion 
algorithms with outputs mapped onto space-time grids.

Rees, N., Evans, B., Heinson, G., Conway, D., Yang, R., Thiel, S., Robertson, K., Druken, K., Goleby, B., Wang, J., Wyborn, L. & Seillé, H., 2019. The Geosciences DeVL Experiment: new information 
generated from old magnetotelluric data of The University of Adelaide on the NCI High Performance Computing Platform, ASEG Extended Abstracts, 2019:1, 1-6, DOI: 10.1080/22020586.2019.12073015

https://github.com/nci/MTtsdp
https://dx.doi.org/10.1080/22020586.2019.12073015


The greatest impact is the ability to use less processed data



Transparently developing your own products
Focus of the 2030 Geophysics Project What is normally accessible online
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Transparent provenance between processing levels 



The Turing Way: Reproducibility in the computational era

Historically computationally based research involved an individual using their own data and processing 
it on their own private area, often using software they wrote or inherited from close collaborators.

https://doi.org/10.5281/zenodo.3332807
https://the-turing-way.netlify.app/reproducible-research/reproducible-research.html

Today’s research is likely to be part of a large 
team (could be global) that will;
➢ use a subset of data from an external 

repository or multiple repositories
➢ Process the data on a public or private 

cloud or a large centralised supercomputer
➢ use a mixture of their own code, third 

party software, data services, libraries, 
stable global community codes

https://doi.org/10.5281/zenodo.3332807
https://the-turing-way.netlify.app/reproducible-research/reproducible-research.html


Why is it important?: same data for different purposes

https://www.gao.gov/products/gao-19-98https://www.youtube.com/watch?v=I0c7rfaRm6g

https://www.gao.gov/products/gao-19-98
https://www.youtube.com/watch?v=I0c7rfaRm6g


Exascale computing is already a reality in the USA: Frontier

https://www.ornl.gov/news/ornl-celebrates-launch-frontier-worlds-fastest-supercomputer

https://www.ornl.gov/news/frontier-supercomputer-debuts-worlds-fastest-breaking-exascale-barrier

https://www.ornl.gov/news/ornl-celebrates-launch-frontier-worlds-fastest-supercomputer
https://www.ornl.gov/news/frontier-supercomputer-debuts-worlds-fastest-breaking-exascale-barrier


European Preparation for Exascale

Slide from Arnau Folch, Centre of Excellence in Exascale computing for Solid Earth (ChEESE): https://cheese-coe.eu/

https://cheese-coe.eu/


European Preparation for Exascale

Slide from Arnau Folch, Centre of Excellence in Exascale computing for Solid Earth (ChEESE): https://cheese-coe.eu/

https://spectrum.ieee.org/europe-s-exascale-supercomputer

https://cheese-coe.eu/
https://spectrum.ieee.org/europe-s-exascale-supercomputer


The Australian 2030 Geophysics Collection Project
● 2030 is an R&D project funded through a collaboration between AuScope, National Computational 

Infrastructure (NCI), Terrestrial Ecosystems Research Network (TERN) and the Australian Research 
Data Commons (ARDC) 

● The project seeks to:
a. Make national-scale high-resolution geophysics datasets 

suitable for programmatic access in HPC environments; 
b. Lay the foundations for more rapid data processing by 2030 

next-generation scalable, data-intensive computation including 
Artificial Intelligence (AI)/Machine Learning (ML) and 
data assimilation.

● The project is NOT about building systems for the infrastructures and 
stakeholder requirements of today. 

● Rather it is about positioning Australian geophysical data collections to be capable of taking 
advantage of next generation technologies and computational infrastructures by 2030.

● Project website: (https://ardc.edu.au/project/2030-geophysics-collections/ )

https://ardc.edu.au/project/2030-geophysics-collections/
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What do we know about 2030 computing?

● High-end computational power will be at exascale

● Today’s emerging collaborative platforms will 
continue to evolve as a mix of HPC and cloud

● Data volumes will be measured in Zettabytes (1021

bytes), which is about 10 times more than today

● It will be mandatory for data discovery, 
accessibility, interoperability and reusability to be 
fully machine-to-machine as envisaged by the FAIR 
principles in 2016



HPC has reduced processing times significantly

Testing Parallel I/O via NCI-geophys environment on the  AusLAMP Musgraves Province time series data: 
https://doi.org/10.25914/58gr-1550

Dataset of 93 MT stations Serial I/O MPI based Parallel I/O (96 cores)

Level 0: one MTH5/mt_metadata 
file for all stations

~ 14 hours ~ 35 minutes

Level 0: one MTH5/mt_metadata 
file per station

~ 5 hours 47 minutes ~ 4 minutes

Level 1: one MTH5/mt_metadata 
file per station

~ 49 minutes ~ 1.2 minutes

Level 2: one EDI file per station ~ 2 hours 30 minutes ~ 2 minutes

https://doi.org/10.25914/58gr-1550
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What are the opportunities of 2030 computing?
1. So often today’s research is undertaken on pre-canned, analysis-ready datasets 

(ARD) that are tuned towards the highest common denominator as determined 
by the data owner/publisher. 

1. By 2030:
• Increased computational power co-located with fast-access storage systems 

will mean that geoscientists will be able to work on less processed data levels 
and then transparently develop their own derivative products.

• Researchers will be able to see the quality of their algorithms more rapidly: 
there will be multiple versions of open source software used as researchers 
fine tune individual algorithms to suit their specific requirements. 

• We will be capable of more precise solutions and in hazards space and other 
relevant areas, analytics will be done in faster-than-real-time.

Landsat-8 image courtesy of the U.S. Geological Survey

Wyborn, L., Rees, N., Klump, J., Evans, B., Rawling, T., and Druken, K.: The Known Knowns, the Known Unknowns and the 
Unknown Unknowns of Geophysics Data Processing in 2030 , EGU General Assembly 2022, Vienna, Austria, 23–27 May 
2022, EGU22-11012, https://doi.org/10.5194/egusphere-egu22-11012 , 2022. 

https://doi.org/10.5194/egusphere-egu22-11012


2030 Dirt to Desktop publishing pipelines 

Raw data is collected in the field with 
internationally standardised metadata Data is transferred to HPC facility as 

soon as there is a decent internet 
connection

Efficient HPC processing and 
modelling pipelines are developed 
for different stages of the MT data 
life cycle

Each MT product is run through 
community agreed QA/QC 
procedures before publishing  

Curation and publication: persistent identifiers to help 
enable transparent data management and support 
reusability and reproducibility of workflows

Nigel Rees, Sheng Wang, Ben Evans, Lesley Wyborn, Tim Rawling, Bruce Goleby, Kelsey Druken, & Rui Yang. (2021). Using 
the NCI Gadi Supercomputer to revolutionise processing of MT time series data: results from the GeoDeVL experiment. 
Australian Society of Exploration Geophysicists Extended Abstracts, Volume 2021, 3rd Australasian Exploration Geoscience 
Conference, Brisbane, 2021. https://doi.org/10.5281/zenodo.7690550

https://doi.org/10.5281/zenodo.7690550


OneGeophysics



The Head:
• Astronomy
• Climate
• High Energy
• Physics
• Genomics
• Geophysics

The Long Tail:
• Geochemistry
• Chemistry

But either is
● Not Shared
● Not Reusable
● Not Interoperable

Geoscience Data is of two types - Really Big and Long Tail: 
but sharing is not usual 
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Are our data sets really FAIR?

● FAIR principles published by Wilkinson et al 
(2016) The FAIR Guiding Principles for 
scientific data management and stewardship. 
Sci. Data 3:160018 
https://doi.org/10.1038/sdata.2016.18

● Data that is Findable, Accessible, 
Interoperable and Reusable by humans and 
machines

● Few realise that much that is described as 
fully FAIR compliant is not, because it is

○ NOT fully machine readable
○ NOT Interoperable or reusable

✓

✓

✗

✗

https://doi.org/10.1038/sdata.2016.18


Converging infrastructures 
internationally is not new

Source: https://en.wikipedia.org/wiki/Track_gauge

https://www.power-plugs-sockets.com/

https://en.wikipedia.org/wiki/Track_gauge
https://www.power-plugs-sockets.com/


The size of your community counts

• The growing need to share data, information 
and services across multiple disciplines and 
organisations 

• This requires standards for machine 
readability 

• Increasingly digital data collections need to be 
reused and repurposed by much broader 
communities

• The size of the community that you 
interoperate with is as large as the size of the 
community that uses your standard

• Where possible we need to converge on 
international standards



Example: Variety of Analytical Methods

64 analytical methods will be used to study the OSIRIS-Rex returned samples 
from space

Credit: Kerstin Lehnert



Common words we can use across disciplines

Credit: Simon Cox



Introducing the 
Observation and 

Measurement 
Standard 

Observation & Measurement
Model in XML

https://www.w3.org/TR/vocab-ssn/

Observation & Measurement
Model in RDF (Linked Data)

https://www.w3.org/TR/vocab-ssn/


Source: Haller, A, Janowicz, K, Cox, SJD, Lefrançois, M, Phuoc, DL, Lieberman, J, García-Castro, R, Atkinson, RA and Stadler, C. 2019. 
The Modular SSN Ontology: A Joint W3C and OGC Standard Specifying the Semantics of Sensors, Observations, Sampling, and 
Actuation. Semantic Web, 10(1): 9–32. https://doi.org/10.3233/SW-180320

https://doi.org/10.3233/SW-180320


Components to Address in Geochemistry

Source: Haller, A, Janowicz, K, Cox, SJD, Lefrançois, M, Phuoc, DL, Lieberman, J, García-Castro, R, Atkinson, RA and Stadler, C. 2019. 
The Modular SSN Ontology: A Joint W3C and OGC Standard Specifying the Semantics of Sensors, Observations, Sampling, and 
Actuation. Semantic Web, 10(1): 9–32. https://doi.org/10.3233/SW-180320

https://doi.org/10.3233/SW-180320


Summary of components that could be repurposed

Source: Haller, A, et al. 2019. The Modular SSN Ontology: A Joint W3C and OGC Standard Specifying the Semantics of Sensors, Observations, Sampling, 
and Actuation. Semantic Web, 10(1): 9–32. https://doi.org/10.3233/SW-180320

https://doi.org/10.3233/SW-180320


Repurposing for Geophysics

Source: Haller, A, et al. 2019. The Modular SSN Ontology: A Joint W3C and OGC Standard Specifying the Semantics of Sensors, Observations, Sampling, 
and Actuation. Semantic Web, 10(1): 9–32. https://doi.org/10.3233/SW-180320

https://doi.org/10.3233/SW-180320


The size of your community you share data with counts

▪ The growing need to share data, 
information and services across multiple 
disciplines and organisations 

▪ This requires standards for machine 
readability 

▪ Increasingly digital data collections need to 
be reused and repurposed by much broader 
communities

▪ The size of the community that you 
interoperate with is as large as the size of 
the community that uses your standard

▪ Where possible we need to converge on 
international standards



It can be done: 
OneGeology 

OneGeology proved that distributed frameworks with geological 
map data globally accessible using standard web services and 
agreed standards and vocabularies would work. 

https://www.onegeology.org/

https://www.onegeology.org/


Other disciplines have created global networks...

IUPAC Color Books
An authoritative resource for 
chemical nomenclature, 
terminology, and symbols. 
Terminology definitions are 
drafted by international 
committees of experts in the 
appropriate chemistry 
subdisciplines



Parallels in History

https://www.britannica.com/video/171689/history-printing-press-work-
discussion-Johannes-Gutenberg

https://www.ripleys.com/weird-news/gutenberg-printing-press/

https://www.bl.uk/learnin
g/timeline/external/mulcas
ter-tl.jpg

The printing press in 1436, but did not 
take off until dictionaries that sorted out 
spelling around 1604. Note: the first 
modern English dictionary was 1755

https://www.britannica.com/video/171689/history-printing-press-work-discussion-Johannes-Gutenberg
https://www.ripleys.com/weird-news/gutenberg-printing-press/
https://www.bl.uk/learning/timeline/external/mulcaster-tl.jpg
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Multiphysics Analysis but how do we harmonise the data...

Nigel Rees, Lesley Wyborn, Ben Evans, Rebecca 
Farrington, Tim Rawling, Rui Yang, & Yue Sun. (2023). 
Building a National High-Resolution Geophysics 
Reference Collection for 2030 Computation. Australian 
Society of Exploration Geophysicists Extended 
Abstracts, Volume 2023, 4th Australasian Exploration 
Geoscience Conference, Brisbane, 2023. 
https://doi.org/10.5281/zenodo.7980192

Types of geophysical data collected in Australia, the physical property measured and the depth of the crust that is sampled: also 
shown is the depth of current mining. Figure modified from original of Richard Chopping (GSWA).

https://doi.org/10.5281/zenodo.7980192


Can we create a collaborative National High Resolution 
Geophysics Data Platform from all this data? How do I access it?

Radiometrics Bouguer Gravity Electrical Conductivity at 52 km

Moho Depth Thickness of the lithosphere Temperature at 5kmTotal Magnetic Intensity

Brian Kennett, Richard Chopping and Richard Blewett, 2018. The 
Australian Continent, a Geophysical synthesis. Available on
https://press.anu.edu.au/publications/australian-continent#tabanchor

https://press.anu.edu.au/publications/australian-continent
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Converting MT time series (meta)data to modern international 
self-describing standards - it is starting to happen…

https://doi.org/10.1016/j.cageo.2022.105102

https://doi.org/10.1016/j.cageo.2022.105102
https://doi.org/10.1016/j.cageo.2022.105102


Associations of the International Union of Geodesy & 
Geophysics (IUGG): can they help coordinate and endorse?



Our current world is imploding
In summary, we are living in a time of great change

1. We have more computation than we can use
● But is it necessary - I am happy with what I have?

2. We are changing to data intensive computing that 
requires FAIR data and self describing formats

● But do we need to use data - can’t we just use 
images?

● Why do we need the actual data?

3. We can move to working more and more on high 
resolution data sets

● Why - large, high resolution data files are too big for 
my online GIS system?

4. Standards are changing to machine actionable 
● So what - my software can’t read the new 

standards, so I can’t change



Issues of the Long Tail

Common Excuses for not sharing

● Often specialized
● Low volume
● Collected by many people
● Heterogeneous

○ In purpose (many disciplines)
○ In provenance (many methods)

● Fragmented data landscape
● Un-curated (on C drives)
● Hard to find & access
● Not persistent
● Difficult to integrate
● Not machine-readable 

The Head:
• Astronomy
• Climate
• High Energy
• Physics
• Genomics
• Geophysics

The Long Tail:
• Geochemistry
• Chemistry

But either is
● Not Shared
● Not Reusable
● Not Interoperable



The power of point-located observations

OzFlux tower site locations 
(red dots) are plotted on the 
ASTER Ferric Oxide 
Composition of Australia layer. 
Time series data for CO2 and 
absolute humidity are shown 
for six OzFlux tower sites. 
ASTER data were sourced from 
NCI’s Gadi gdata file system
and the OzFlux data were 
drawn from the TERN 
THREDDS Data Server. 

https://dx.doi.org/10.25914/5f224f32e7beb
https://dap.ozflux.org.au/thredds/catalog.html


Point located observational data are vital for accurate 
calibration of remotely sensed data



Moving Toward FAIR: Best Practice Papers are emerging



OneGeochemistry is an international collaboration

ASTROMAT



But no single authority: 5 Unions and ~40 Societies

Science Unions

Societies/Associations



Here comes O&M again



ADVANCING CHEMISTRY WORLDWIDE

Ack: S. Chalk

https://goldbook.iupac.org

Provenance

DOI

IUPAC are currently developing the processes and practices needed 
to ensure definitions are born digital as part of Digital Chemistry 

The IUPAC Gold Book – A 
digital aggregation of IUPAC 

Terminologies

Searchable

API

https://iupac.org/what-we-do/digital-standards/




WorldFAIR: Global cooperation on FAIR data
policy and practice 

▪ Funded by the European Union, HORIZON-WIDERA-2021-ERA-0 —
Project: 101058393. 

▪ Two year project from 1 June 2022.
▪ Nineteen partners from France, Belgium, Cyprus, Denmark, 

Germany, UK, Ireland, Norway (Europe);  Kenya (Africa); Australia, 
New Zealand (Oceania); Brazil (Sth America); USA (Nth America).

▪ Project contributes to:
▪ UNESCO Recommendation on Open Science
▪ CODATA-ISC Decadal Programme 
▪ ISC Action Plan Project 2.1: ‘Making Data Work for Cross-Domain Grand Challenges:

▪ Is based around 14 Work Packages, including 11 case study WPs



The 11 WorldFAIR case studies are:
1. Chemistry 
2. Nanomaterials                         
3. OneGeochemistry
4. Social Surveys Data 
5. Population Health                   
6. Urban Health 
7. Biodiversity
8. Agricultural Biodiversity       
9. Ocean Science
10. Disaster Risk Reduction 
11. Cultural Heritage

▪ Exploring features of a Core Interoperability 
Framework with 11 case studies from a range of 
research areas (OneGeochemistry is one of these)

▪ Working at extracting the common definitions (Units, 
vocabularies, data description, data structure, 
provenance…) across 11 case studies

Geochemistry

Chemistry
Nano
Materials

Theme 1

Theme 2

Theme 3

Theme 4

Theme 5



The T-Bone effect: 

1. We need to be aware of tensions between broad and deep

2. The tension between developing user-friendly processes that 
enable integration of datasets across disparate disciplinary 
areas in ways that do not impact on the quality and integrity 
of deeper disciplinary research

https://innolution.com/resour
ces/glossary/t-shaped-skills

https://innolution.com/resources/glossary/t-shaped-skills


The size of your community you share data with counts

▪ The growing need to share data, information and 
services across multiple disciplines and organisations 

▪ This requires standards for machine readability 

▪ Increasingly digital data collections need to be reused 
and repurposed by much broader communities

▪ The size of the community that you interoperate with 
is as large as the size of the community that uses 
your standard

▪ Where possible we need to converge on 
international standards



Credit: Kerstin Lehnert



Let’s look at history to see how others dealt with change

Source: https://upload.wikimedia.org/wikipedia/commons/2/2a/George_Santayana.jpg

George Santayana 

https://upload.wikimedia.org/wikipedia/commons/2/2a/George_Santayana.jpg


Codd’s 1970 Rules of Relational Database 
Management Systems (RDBMS)

1. Future users of large data banks need to be protected from having to 
know how the data is organised in the machine (the internal 
representation).

2. Activities of users at terminals … should remain unaffected when the 
internal representation of data is changed.

3. Changes in data representation will often be needed as a result of 
changes in query, update….and natural growth in the types of stored 
information. 

Codd, E. F, 1970. A Relational Model of Data for Large Shared Data Banks. Communications of the ACM 
Volume 13 Issue 6, June 1970 pp 377–387 https://doi.org/10.1145/362384.362685

https://doi.org/10.1145/362384.362685


OneGeoscience = OneGeology + OneGeochemistry + OneGeophysics + ????

1. We no longer have the gift of time.

2. When you publish a dataset with a paper, ask yourself how many 
other people are using your standards, formats and vocabularies -
that will tell you the size of the community that can read and 
understand your data.

3. Although there is a the focus on distribution of images and derived 
products, we still need to find all the rawer forms of critical 
geoscience datasets and make less processed forms of these data 
more FAIR compliant and able to be aggregated into seamless 
national/global high-resolution datasets.

4. Ensure that whatever we do, it is always scalable to the future and 
can maximise benefits from new compute, data and software 
technologies as they come on line. Things will always change.Photo by Nathan Dumlao on Unsplash

2023

2024

2026

2028

2030

https://unsplash.com/@nate_dumlao?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
https://unsplash.com/s/photos/time?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
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