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Abstract
The formation of low stratus cloud over idealized hills is investigated using
numerical model simulations. The main driver for the cloud formation is radia-
tive cooling due to outgoing longwave radiation. Despite a purely horizontal
flow, the advection terms in the prognostic equations for heat and moisture
produce vertical mixing across the upper cloud edge, leading to a loss of cloud
water content. This behavior is depicted via a budget analysis. More precisely,
this spurious mixing is caused by the diffusive error of the advection scheme
in regions where the sloping surfaces of the terrain-following vertical coordi-
nate intersect the cloud top. This study shows that the intensity of the (spurious)
numerical diffusion depends strongly on the horizontal resolution, the order of
the advection schemes, and the choice of scalar advection scheme. A large-eddy
simulation with 4-m horizontal resolution serves as a reference. For horizontal
resolutions of a few hundred meters and simulations carried out with a model
setup as used in numerical weather prediction, a strong reduction of the sim-
ulated liquid-water path is observed. In order to keep the (spurious) numerical
diffusion at coarser resolutions small, at least a fifth-order advection scheme
should be used. In the present case, a weighted essentially nonoscillatory scalar
advection scheme turns out to increase the numerical diffusion along a sharp
cloud edge compared with an upwind scheme. Furthermore, the choice of ver-
tical coordinate has a strong impact on the simulated liquid-water path over
orography. With a modified definition of the sigma coordinate, it is possible to
produce cloud water where the classical sigma coordinate does not allow any
cloud formation.
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1 INTRODUCTION

The presence and formation of fog affect the flow and
visibility within the atmospheric boundary layer. This
influences transportation by air and land, solar power
generation, and the dissipation of air pollution. There-
fore, it is important to forecast fog accurately (Nemery
et al., 2001; Forthun et al., 2006; Gultepe et al., 2007; Köh-
ler et al., 2017; Gultepe et al., 2019). The different kinds
of fog are named after the processes that lead to their
formation, for example, radiation fog, advection fog, or
evaporation–mixing fog (Whiteman, 2000). Radiation fog
develops when the near-surface air cools below its dew-
point temperature due to outgoing longwave radiation dur-
ing night-time. Often this fog is lifted up and forms an
elevated cloud layer referred to as low stratus (Scherrer
and Appenzeller, 2014). For numerical weather predic-
tion (NWP) models, the accurate simulation of fog and
low stratus is challenging due to the variety of physical
processes involved, occurring on differing spatial and tem-
poral scales, including radiation, local flow, small-scale
turbulence, microphysics, and land–atmosphere inter-
action (e.g., Van der Velde et al., 2010; Steeneveld
et al., 2015). These processes are not resolved explicitly
on the numerical grid and thus need to be represented
by parameterization. NWP studies for radiation fog over
flat terrain (Steeneveld et al., 2015; Steeneveld and de
Bode, 2018) show a high sensitivity to land-surface physics
and parameterized turbulent mixing. Also, the choice
of microphysical scheme has been identified as a key
element.

More detailed high-resolution studies require the use
of large-eddy simulation (LES) techniques with a very
high spatial resolution of up to the 1-m scale in order
to resolve the energy-containing eddies in the stable
boundary layer. This was first done by Nakanishi (2000),
who describes the further development of radiation fog
after its onset in calm conditions: when the foggy air
mass has grown vertically, radiative cooling at the top
of the now optically thick fog causes turbulent mixing
by negatively buoyant air, leading to the formation of a
stronger adiabatic lapse rate within the fog layer (see also
Price, 2011; Price, 2019). Also Bergot (2013) observed
organized turbulent structures during the evolution of
radiation fog, for example, rolls at the top of the fog layer
associated with high values of turbulent kinetic energy
(TKE). The transition from shallow stably stratified fog
to well-mixed radiation fog is also affected by aerosols
(Boutle et al., 2018). LES model results are not always
found to provide a consistent benchmark for fog prediction
(Boutle et al., 2022). However, recent studies (e.g., Smith
et al., 2021) show that fog simulation in NWP models
profits from an increased resolution of up to 100 m. These

subkilometer-scale NWP models are becoming more and
more common in operational use, at least for limited areas
(Boutle et al., 2016).

Most existing fog studies are limited to flat terrain,
even if surface inhomogeneities are accounted for (Bergot
et al., 2015). Only a few LES studies focus on fog or low stra-
tus over complex terrain (Bergot and Lestringant, 2019).
However, the NWP representation of low stratus over
complex terrain tends to suffer from inaccuracies. Mostly,
some kind of terrain-following vertical coordinate system
is used to represent orography in NWP models. Schär
et al. (2002) show how such a coordinate transforma-
tion increases the errors of advective transport. In this
study, we want to address the issue of erroneously dis-
sipating low stratus, which was investigated by West-
erhuis et al. (2020) in a NWP study focusing on the
Swiss Plateau. The spurious mixing between adjacent lev-
els of the terrain-following vertical coordinate (in this
case, the Smooth LEvel VErtical coordinate, SLEVE, Schär
et al., 2002; Leuenberger et al., 2010) was identified as
the root cause (Westerhuis et al., 2021). Over mountain-
ous terrain, sloping coordinate surfaces intersect the typ-
ically flat cloud top of fog and low stratus, leading to
an increased mixing between cloudy and cloud-free grid
cells, due to the numerical diffusion of the advection
scheme. This phenomenon is also observed in other appli-
cations of terrain-following coordinates, for example, as
spurious diapycnal mixing in ocean models (Marchesiello
et al., 2009). An alternative vertical coordinate formula-
tion with a local smoothing of the model levels seems to
mitigate the spurious diffusion considerably (Westerhuis
and Fuhrer, 2021).

Apart from the vertical coordinate formulation, the
impact of the model dynamics on the fog life cycle
has received little attention in the literature. Mazoyer
et al. (2017) analyzed the impact of the dynamics on
the microphysics in a LES of a radiation-fog event with
5-m horizontal and 1-m vertical resolution over flat ter-
rain including surface drag by canopy. They compared
different momentum advection schemes: a fourth-order
centered scheme and two third- and fifth-order implic-
itly diffusive weighted essentially nonoscillatory (WENO:
Shu, 1998) schemes. The different diffusivities of the
schemes affected the fog life cycle significantly. In par-
ticular, the highly diffusive third-order scheme led to
an unrealistic increase in the liquid water path, due to
the dissipation of small-scale turbulent structures at the
top of the fog layer, resulting in reduced entrainment of
dry air.

Upwind advection schemes, being odd-ordered,
are inherently diffusive (Hundsdorfer et al., 1995). A
fifth-order upwind scheme, for instance, can be written
as a combination of a sixth-order discretization and an
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additional sixth-order derivative term. This introduces
dissipation, as the sixth-order derivative term acts as an
artificial diffusion term with a diffusivity proportional to
the Courant number (Wicker and Skamarock, 2002). The
dissipation is largest for short wavelengths (i.e., at strong
gradients). Also, even-ordered schemes, though nondis-
sipative, do produce numerical errors due to dispersive
oscillations, for example, at inversions or strong moisture
gradients (Matheou and Teixeira, 2019). This can also
augment the spurious dissipation (Pressel et al., 2017).
The purpose of WENO schemes is to suppress oscilla-
tions and numerical artifacts in nonsmooth regions with
discontinuities or sharp gradients, while maintaining a
high accuracy of the solution in smooth regions of the
flow. In smooth regions, an arbitrarily high accuracy can
be achieved. The main idea is to use a weighted combi-
nation of several local reconstructions based on different
stencils in order to form the final reconstruction. By
using nonlinear weights, several lower-order interpola-
tion polynomials are combined into either a higher-order
discretization in smooth parts or a lower-order approxi-
mation in nonsmooth parts of the solution. Similarly to
upwind schemes, WENO schemes also show diffusive
properties (Pantano et al., 2007). In the case of LES, the
numerical dissipation of the advection scheme combines
with the dissipation of the subgrid model. This can affect
the results, as long as the simulation is not well resolved
(Brown et al., 2000).

Knowing the effect of terrain-following vertical coor-
dinates on fog dissipation over hilly topography, it is
still not clear how other numerical aspects like the type
of advection scheme and the order of advection influ-
ence fog and low cloud simulation over terrain. In this
article, we want to investigate this aspect systematically
and compare rolling and flat terrain at a range of dif-
ferent horizontal grid spacings, from the meter scale
up to 1 km. Another goal is to understand the mecha-
nisms behind spurious cloud dissipation better by per-
forming a detailed budget analysis for heat and moisture,
and to quantify the possible improvement achieved by
an alternative vertical coordinate formulation. In order
to analyze the resolution dependence, multiple idealized
simulations of low stratus cloud are carried out over a
simplified valley–ridge topography using regular upwind
advection schemes and WENO schemes of different
order.

This article is structured as follows. In the next section,
the budget analysis and the horizontal averaging method
are introduced. The experimental setup and numerical
model are presented in Section 3. In Sections 4 and 5, the
results of the simulations are discussed. Conclusions are
given in Section 6.

2 BUDGET ANALYSIS

2.1 Flow averaging and decomposition

With the aim of computing statistical quantities like
variances and covariances and evaluating the local bud-
gets of heat and water, the flow needs to be decomposed
into turbulent fluctuations and a corresponding ensem-
ble mean using averaging operators (Schmidli, 2013). In
the simulations with orography, a sinusoidal valley is used,
which is oriented along the meridional or y-direction of
the domain (see the cross-sections in Figure 1). In both
zonal and meridional directions, periodic boundary con-
ditions are imposed, imitating an infinitely long valley.
The symmetry of the quasi-two-dimensional setup used
in this study simplifies the decomposition of the flow
(Weinkaemmerer et al., 2022).

First, the turbulent fluctuations are separated from the
mean flow by a Reynolds decomposition. For a quantity
a(x, y, z, t), the required ensemble (Reynolds) average is
approximated by an average in time and in the along-valley
direction:

a(x, z, t) = 1
TLy∫

t

t−T∫
Ly

0
a(x, y′, z, t′) dy′ dt′, (1)

where x, y, and z are the eastward, northward, and vertical
directions, respectively, and t is time. Note that z denotes
the height above the valley floor. We use a time-averaging
period of T = 20 min as a compromise between accuracy
and stationarity. The sampling time is 1 min. Ly equals
the meridional domain length. Thus, the flow is decom-
posed into an ensemble mean part a and a local turbulent
part a′:

a(x, y, z, t) = a(x, z, t) + a′(x, y, z, t). (2)

For the sake of clarity, subgrid-scale fluctuations not
resolved in the LES are not written out here and are treated
as being included in the turbulent part. Following the
Reynolds averaging rules, the ensemble mean of a product
is given by

ab = (a + a′)(b + b′) = ab + a′b′. (3)

Note that the second-order turbulent fluxes consist of
resolved and subgrid parts:

a′b′ = a′b′|res + a′b′|sgs. (4)

For the analysis, the subgrid parts are obtained from the
LES subgrid turbulence model.
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F I G U R E 1 Valley cross-sections showing the averaged cloud water content qc, averaged vertical wind speed w, and turbulent kinetic
energy (TKE) at t = 6 hr for the REF case. Also shows the cross-valley wind vectors and the isolines of the potential temperature in K

2.2 Heat and water budgets

Each term of the conservation equations for heat and
water is computed directly from the prognostic equations
of the model and averaged as described in Weinkaem-
merer et al. (2022). This way, the budgets of potential
temperature, water-vapor mixing ratio, and cloud water
content are obtained. The budgets are comprised of the
total tendency (TOT), advection term (ADV), diffusive part
of the advection (DIFF), tendencies from the microphysi-
cal model (MP), and tendencies from parameterized turbu-
lence, from either the LES subgrid turbulence model or the
boundary-layer scheme (PBL) in the NWP case. Addition-
ally, the potential-temperature budget includes a radiation
term (RAD).

3 NUMERICAL MODEL
SIMULATIONS

3.1 Experimental setup

The low stratus case is investigated over a periodic,
infinitely long sinusoidal valley. Hence, the setup is
quasi-two-dimensional. The orography is described by

zs(x) =
h
2

(

1 − cos 2𝜋x
W

)

, (5)

where zs is the surface height, h the ridge height from val-
ley floor to crest, and W the width of the valley from ridge
to ridge. The simulations presented in this study feature
a relatively shallow valley with a height h of 200 m and a
width W of 4.096 km, which also equals the domain width
and length. Rotation is neglected. The initial atmosphere is
in hydrostatic balance and the cloud water content is zero
everywhere. The initial profiles of temperature, specific

humidity, and wind are loosely derived from a radiosonde
sounding launched at Payerne, Switzerland (491 m ASL)
on December 25, 2017, at 0000 UTC. An extensive low stra-
tus cloud with a vertical extent of several hundred meters
persisted over Payerne on that day; details are described
in Westerhuis et al. (2020). The initial profiles of potential
temperature, water-vapor mixing ratio, and zonal wind are
displayed in Figure 2a. A nearly adiabatic residual layer
with a moist ground level is capped by a distinct inver-
sion at a height of 500 m. The zonal wind speed increases
continuously with height up to 7 m ⋅ s−1 as well as the
meridional wind speed (not shown). The wind direction
is approximately 45◦ to the valley axis at all height levels.
There is no additional forcing of the flow during the sim-
ulation. Radiative forcing is used in combination with an
interactive land-surface model. The total duration of the
simulations is 6 hr. We lay a special focus on the situa-
tion after 6 hr, assuming it to be representative for typical
early-morning conditions before sunrise. Thereby, a suffi-
cient amount of time is left for model spin-up. The domain
sizes for the experiments are listed in Table 1. In addition
to the experiments with orography, several simulations are
carried out over a flat surface (FLAT) with the same setup
as used over the valley.

3.2 Numerical model

The numerical simulations are performed using Cloud
Model 1 (CM1: Bryan and Fritsch, 2002). CM1 is a nonhy-
drostatic, fully compressible numerical model that can be
run in both LES and NWP modes. It uses terrain-following
𝜎 coordinates. This means that the nominal height of a
coordinate surface is given by

𝜎 = zt(z − zs)
zt − zs

, (6)
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(a)

(b)

F I G U R E 2 Domain-averaged profiles of the cloud water content qc, water-vapor content qv, potential temperature 𝜃, and zonal wind
u, shown every hour. (a) With orography (REF), height above valley floor; (b) Without orography (FLAT, 8-m horizontal resolution)

T A B L E 1 List of model configurations depending on the horizontal resolution

Horizontal
resolution Domain height Vertical resolution

Subgrid-scale
model

4 m 7 km (2-km sponge) 4 m (0–800 m) to 20 m (3.2–7 km) TKE

8 m 8 km (2-km sponge) 4 m (0–40 m) to 20 m (2.8–8 km) TKE

16 m - - TKE

32 m - - TKE

64 m - 8 m (0–40 m) to 40 m (2.8–8 km) PBL

128 m - - PBL

256 m - - PBL

512 m - - PBL

1,024 m - - PBL

Abbreviations: PBL, Mellor–Yamada Level-3 model (Nakanishi and Niino, 2006); TKE, 1.5-order TKE scheme (Deardorff, 1980).

and depends on the height z, the surface height of the orog-
raphy zs(x, y), and the height of the model top zt. In general,
metric terms (Gx, Gy, and Gz) are required to account
for this coordinate transformation when calculating spa-
tial gradients, for example, in the advection operator.
The model is integrated using third-order Runge–Kutta
time differencing (Wicker and Skamarock, 2002). For
the default setup, a fifth-order WENO scheme is used
for the advection of both scalars and momentum (Jiang
and Shu, 1996; Borges et al., 2008). Alternatively, a reg-
ular upwind scheme can be used (Wicker and Ska-
marock, 2002). Grid stretching is applied in the verti-
cal above a certain minimum height. The level thick-
ness increases gradually with altitude (see Table 1). The

model top is a rigid lid. In order to suppress spurious
gravity-wave reflections, a sponge layer with Rayleigh
damping is employed (𝜏 = 300 s). The model uses an adap-
tive time step with a typical value of 0.5 s for the LES runs
and several seconds for the NWP simulations. At a hori-
zontal resolution of 32 m and below, the simulations are
computed in LES mode using a 1.5-order TKE scheme
(Deardorff, 1980) for the subgrid-scale turbulence closure.
For the NWP simulations, a Mellor–Yamada Level-3 model
is used for parameterizing the planetary boundary layer
(Nakanishi and Niino, 2006). Microphysical processes
are parameterized using the Thompson double-moment
scheme (Thompson et al., 2008). Atmospheric radiation
is parameterized by the Rapid Radiative Transfer Model
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(RRTMG, Iacono et al., 2008). For the land-surface model
(revised scheme for the Weather Research and Forecast-
ing model, Jiménez et al., 2012), the grassland option is
selected.

4 DESCRIPTION OF THE LES
REFERENCE

In this study, the highest-resolution LES simulation (4-m
horizontal resolution) will serve as a reference case (REF)
for the following sensitivity tests employing coarser grid
spacings. Figure 1 shows cross-sections of the final model
state after 6 hr. This is still during night-time, hence the
simulations are not affected by solar radiation. An approx-
imately 400-m thick low stratus layer has formed directly
above the ridges. The cloud density increases gradually
from the bottom to the top of the stratus layer, resulting in
a fairly sharp upper cloud edge. The top coincides with a
layer of strong wind shear. The mean vertical wind turns
out to be negative over the western slope and positive over
the eastern slope, indicating that the wind roughly fol-
lows the orography. Significant TKE values occur within
the stratus layer and in the cloud-free zone at the val-
ley bottom. The TKE is highest along the cloud top,
where strong wind shear prevails. A budget analysis for
the TKE (not shown) reveals that it is both shear-driven
(by the large-scale horizontal wind along the cloud top,
as well as by the local surface winds in the valley) and
buoyancy-driven (mainly in the center of the domain, due
to negatively buoyant air sinking from the cloud top). The
averaged subgrid TKE is less than 4% of the total TKE
everywhere except in the lowest 50 m of the surface layer.

The temporal evolution of the REF case is displayed
in Figure 2a. The cloud water concentration increases
gradually with time. Simultaneously, the water-vapor con-
centration decreases within the stratus layer and also in
the cloud-free zone below. Directly above the cloud top, a
slight moistening can be observed. With the growth of the
stratus layer, the height of the nearly neutrally stratified
boundary layer also increases. Due to an overall cooling
caused by longwave radiation, the average temperature of
the boundary layer decreases over time. During the first
hours of simulation, the zonal wind profile in the bound-
ary layer adapts to the nearly adiabatic temperature profile,
resulting in an almost constant wind speed between 200
and 500 m and a distinct velocity jump at the inversion
height. This shows that the boundary layer is well mixed.
For the meridional wind along the valley axis, the temporal
evolution is fairly similar, with slightly higher wind speeds
inside the valley (not shown).

The evolution of the near-surface atmosphere over flat
terrain is qualitatively very similar (Figure 2b). The cloud

water content in the stratus reaches slightly higher values.
Furthermore, due to the lack of orographic drag, the wind
velocities are higher below 500 m.

5 SENSITIVITY TO RESOLUTION
AND ADVECTION SCHEME

5.1 Resolution dependence

Figure 3 shows valley cross-sections together with the
mean cloud water content at different resolutions. The
32-m simulation was conducted with the LES setup. The
coarser the horizontal grid resolution, the thinner and
shallower the stratus cloud becomes. At 1024 m, only four
grid points are left in the x-direction and the representation
of the orography becomes highly nonsmooth. In accor-
dance with the cloud dilution, the temperature inversion
below 600 m weakens for coarser resolutions and disap-
pears completely at 1,024 m.

Figure 4 shows the budget terms for the potential tem-
perature, water-vapor content, and cloud water content for
the default NWP setup with 256-m horizontal resolution.
At this resolution, the effect of spurious diffusion becomes
significant. The valley is represented by 16 grid points in
the cross-valley direction. Looking at the total tendencies
(TOT, upper row), the horizontally homogeneous cooling
above the top of the stratus layer is striking, while slightly
positive qc tendencies around 500 m show that the stra-
tus is still growing vertically. The latter are associated with
negative qv tendencies in the same region (partly due to
condensation, partly due to growth of the cloud layer) and
slightly positive qv tendencies above. The total 𝜃 tenden-
cies are composed of a vertical mixing of heat across the
inversion by (implicit numerical) diffusion (ADV+DIFF),
leading to a warming around the top of the cloud layer
(see dashed line). This local warming is partly balanced
by negative 𝜃 tendencies from the microphysics (MP) due
to evaporation corresponding to negative microphysical
tendencies for qc. Beneath the cloud top (below 500 m),
the positive 𝜃 tendencies from advection–diffusion, as well
as from the microphysics due to condensation, are out-
weighed by strong radiative cooling (RAD). The PBL ten-
dencies are small for all three quantities.

Areas of nonzero advection–diffusion tendencies in
the budgets directly over the slopes and around 900 m
height are related to local subsidence (western slope)
and ascent (eastern slope, see also Figure 1). Within the
stratus, these tendencies are balanced by microphysical
processes. Consequently, the vertical transport of 𝜃, qv,
and qc across the top of the stratus layer must be largely
caused by numerical diffusion, as there is no vertical wind
present at this height and small-scale turbulent motions
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F I G U R E 3 Valley cross-sections showing the mean cloud water content for different horizontal resolutions: 32 m (default LES setup)
and 64–1,024 m (default NWP setup) at t = 6 hr. Also showing the cross-valley wind vectors and the isolines of the potential temperature in K

are not resolved at this resolution. In total, the temperature
and moisture gradients at the top of the stratus cloud are
still growing, mainly because of strong radiative cooling
leading to a gain in qc due to condensation (see MP in the
qc budget). However, this growth is reduced by numer-
ical diffusion across the cloud top (see ADV+DIFF in
the qc budget). In the qv budget, the advection–diffusion
tendencies are essentially opposite to qc. Conse-
quently, the microphysical tendencies are also mainly of
opposite sign.

The spurious mixing explains why the stratus layer
is thinner for coarser resolutions and the boundary layer
is generally warmer. The advection–diffusion tendencies
around the cloud top reach a maximum over the slopes
where the vertical coordinate levels are steepest and the
angle between the 𝜎 surfaces and the mostly horizontal qc
isosurfaces is highest.

In order to study the impact of the order of advec-
tion and type of advection scheme used on cloud evo-
lution, the domain-averaged liquid water path (LWP) is
compared for a variety of sensitivity tests over a range
of horizontal resolutions (Figure 5a). Over orography, the
LWP increases and converges for higher resolutions as the
effect of numerical diffusion diminishes. The default sim-
ulations have also been carried out over flat terrain for
comparison (Figure 5b). Here, the LWP decreases contin-
uously for resolutions higher than 128 m. This opposite
behavior is probably due to another effect which dom-
inates over flat terrain in the absence of spurious mix-
ing: resolved small-scale turbulent processes enhance the
entrainment of dry air at the top of the stratus layer and

lead to cloud dissipation (Mazoyer et al., 2017). For the
default FLAT simulations, the LWP does not converge at
high resolutions.

5.2 Order of advection and WENO

The effective resolution of a model is determined by the
smallest resolved wavelength and can be deduced from
kinetic energy spectra (Skamarock, 2004). A lower-order
advection scheme with increased numerical diffusion
results in an overall lower effective resolution. Compar-
ing a third-order scheme for momentum advection with
higher-order or central schemes, Lunet et al. (2017). and
Mazoyer et al. (2017). observed an overestimation of the
LWP due to enhanced dissipation of TKE reducing the
entrainment of dry air at the top of the stratus cloud.
Analogously to the resolution dependence, the results are
different over the idealized orography of this study, as
numerical diffusion is an important factor (Figure 5a). A
reduction of the horizontal and vertical advection order
from fifth to third order leads to a significant decrease in
LWP of sometimes more than 20%. On the other hand, an
increase from fifth to seventh order increases the LWP by
only a small amount.

In contrast to that, using a fifth-order upwind instead
of a fifth-order WENO scheme for scalar advection
enhances the amount of cloud water by about 20% on
average (Figure 5a). A comparison with a sixth-order cen-
tered scheme without implicit diffusion indicates that
the fifth-order WENO scheme for scalars is in fact too
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F I G U R E 4 Valley cross-sections as in Figure 1, but showing the local budget terms for heat (left column), water vapor (center
column), and cloud water (right column) for the default NWP setup with 256 m horizontal resolution at t = 6 hr. The budget terms comprise
the total tendency (TOT), advection including implicit diffusion (ADV+DIFF), tendencies from the boundary-layer scheme (PBL) as well as
the microphysical model (MP), and radiative tendencies (RAD). The dashed black line marks the contour of the cloud top (0.1 g ⋅ kg−1)

(a) (b)

F I G U R E 5 Domain-averaged liquid water path (LWP) at t = 6 hr obtained from several sensitivity tests for resolution, order of
advection, type of advection scheme, and vertical coordinates, both normalized by the LWP of the REF simulation. The dashed black line
marks the change from LES to NWP setup (see Table 1). (a) With orography; (b) without orography (FLAT)
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diffusive, at least for simulations with grid spacings coarser
than 64 m. For the sixth-order simulations, a small amount
of artificial sixth-order diffusion was added in order to
ensure numerical stability. As a result, this shows that
the use of a WENO scheme for scalar advection is
not always beneficial around sharp gradients, where it
reduces the effective order of advection and thus increases
implicit numerical diffusion. At higher resolutions, there
is still a systematic discrepancy between the WENO and
upwind-scheme simulations, also over flat terrain where
no spurious mixing occurs (Figure 5b). Based on this ideal-
ized study, we cannot assess finally which results are more
realistic. For the FLAT simulations, however, the upwind
scheme shows a better convergence at high resolutions and
is generally less resolution-dependent.

5.3 Role of the vertical coordinate

According to Westerhuis and Fuhrer (2021), the effect of
spurious numerical diffusion at coarser resolutions asso-
ciated with the vertical coordinate can be partially mit-
igated by a stronger damping of the orographic signal
with height. Principally, this leads to less steep coordi-
nate surfaces intersecting the flat cloud top. While this
can be achieved by a local smoothing of the model lev-
els, this study uses a simpler approach. In Equation (6),
zt is reduced significantly, such that the transition to flat
model levels occurs at a lower height. Above zt, the coordi-
nate levels are completely flat. This implies that the metric
term Gz is not independent of height anymore. For z > zt,
the metric terms take the values Gx = Gy = 0 and Gz = 1.
For zt = 1,200 m, the effect of this modification can be
seen in Figure 5a for the simulations with a fifth-order
upwind scheme for scalar advection. The improvement is
most significant for coarser resolutions. Even the 1,024-m
simulation is able to form a significant amount of cloud
water. However, a further decrease of zt did not lead to a
significant further enhancement. This approach has also
been tested by Westerhuis et al. (2020) by running the Con-
sortium for Small-scale Modeling (COSMO) model over a
small, low-altitude region of the Swiss Plateau. The find-
ings are similar but underline the challenging nature of
this problem: reducing zt is only applicable in a domain
without high mountains and steep slopes.

6 CONCLUSION

For this study, idealized simulations of a low stratus event
have been carried out over both hilly and flat terrain. The
low stratus forms during night-time due to radiative cool-
ing. The sensitivity of the cloud formation with respect to

grid spacing, type of advection scheme for scalars, order of
advection, and vertical coordinate formulation has been
investigated. The horizontal resolutions cover the full
range from a few meters (LES range) to (sub)kilometer
NWP resolutions. In terms of scalar advection, WENO
schemes of different order have been compared with a
regular upwind scheme. The upper cloud edge turns out
to be relatively sharp, as it is accompanied by a distinct
temperature inversion and a jump in the wind velocity.
Terrain-following coordinate levels intersecting the cloud
top cause implicit diffusion across the cloud edge, due to
the diffusive part of the advection scheme. This leads to
spurious mixing, as illustrated with the help of the cloud
water budget. In consequence, this results in erroneous
cloud dissipation and a reduction of LWP. The main find-
ings from the different sensitivity tests are summarized as
follows.

• Over orography, the numerical diffusion associated
with the advection of heat and moisture is more
resolution-dependent than over flat terrain. While the
LWP shows a good convergence in the LES range, it
is strongly reduced for coarser resolutions. This origi-
nates from the combination of a terrain-following sigma
coordinate with a diffusive upwind or WENO advec-
tion scheme. For the accurate simulation of fog and
low clouds over orography, it is recommended that the
relevant orographic features are represented by (30)
grid points in order to minimize errors due to advection
in a terrain-following coordinate system. This means
that kilometer-scale NWP simulations are not able to
produce accurate results over terrain with orographic
features of size several kilometers, for cases comparable
with the present one. With an optimized vertical coordi-
nate and higher-order advection scheme, however, rea-
sonable results can be obtained if relevant orographic
features are represented by (10) grid points.

• The order of scalar advection has a strong impact on the
formation of fog and low stratus, especially at resolu-
tions that are actually too coarse for the length-scales of
the terrain (see above). For the WENO scheme studied
here, an order of five or six seems to be a good com-
promise. However, a seventh-order scheme does not
show a strong improvement compared with a fifth-order
scheme. For the case study presented, the WENO
scheme in fact turns out to be more diffusive than
the regular upwind scheme. Around strong gradients,
WENO schemes tend to reduce the effective order of
advection in order to avoid oscillations. Over orography,
the fifth-order upwind-scheme simulations produce
around 20%more LWP than the WENO-scheme simula-
tions over all horizontal resolutions. At low resolutions,
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the fifth-order upwind scheme is comparable with the
sixth-order scheme, which produces no diffusive errors
but rather dispersive ones instead. Based on these find-
ings, an upwind or centered scheme for scalar advection
seems to be preferable for cloud simulations with strong
gradients. It has to be mentioned that, for momentum
advection, a WENO scheme has been used for all sim-
ulations in order to avoid numerical instabilities due to
the strong wind shear.

• We can confirm that the choice of vertical coordinate
has a strong impact on the fog evolution (Westerhuis
et al., 2021). Going to higher resolutions in the LES
range, the influence of the vertical coordinate decreases.
With our simple approach of reducing zt, so that the
model levels become horizontal at a lower height, a con-
siderable increase in LWP could be achieved for the
NWP simulations even at the lowest resolution. How-
ever, this only works for a domain with rather shallow
orography.

• Over flat terrain, the cloud top is aligned with the ver-
tical model levels. Thus, spurious mixing induced by
the misalignment of the inversion and the coordinate
surfaces does not occur. In this case, the LWP depends
on how well small-scale turbulent motions are resolved,
which leads to vertical mixing at the cloud top and con-
sequent cloud dissipation. Strong wind shear produces
a significant amount of TKE along the cloud top. For
the coarser resolutions of the NWP simulations, the tur-
bulent structures disappear in the simulations and the
LWP increases. However, with an upwind scheme for
scalar advection, the resolution dependence is generally
weaker.

It has to be kept in mind that many operational NWP mod-
els use different kinds of advection schemes, for example,
in order to guarantee positive-definite solutions for tracer
transport. These have not been tested here, which is a limi-
tation of this study. More sophisticated vertical-coordinate
definitions (Westerhuis and Fuhrer, 2021) are a promising
approach to improve the simulation of fog and low stratus
over orography. As the cloud top is aligned principally with
the isentropes, a hybrid isentropic-sigma vertical coordi-
nate (Toy, 2013) would possibly also help to mitigate the
problem of numerical diffusion. The immersed boundary
method, currently implemented in the Weather Research
and Forecasting (WRF) model (Lundquist et al., 2010),
presents another alternative that avoids sloping vertical
coordinate levels. However, to our knowledge, WRF is cur-
rently the only major NWP model offering this option.
Furthermore, concepts like antidiffusive flux corrections
for WENO schemes (Xu and Shu, 2005) leave room for
future research on the topic of spurious diffusion.
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