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Key Points:
- Statistical Lagrangian metrics were derived from two clusters of surface drifters to analyze drifter dispersion in the North Sea.
- Tracer stirring at the submesoscales is nonlocal and becomes local at the mesoscales.
- Semiannual and shallow-water tides influence the relative diffusivities at the mesoscales.
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Abstract We examine the relative dispersion and the contribution of tides on the relative diffusivities of surface drifters in the North Sea. The drifters are released in two clusters, yielding 43 pairs, in the vicinity of a tidal mixing front in the German Bight, which is located in the southeastern area of the North Sea. Both clusters indicate decreasing dispersion when crossing the tidal mixing front, followed by exponentially increasing dispersion with e-folding times of 0.5 days for Cluster 1 and 0.3 days for Cluster 2. A transition of the dispersion regimes is observed at scales of the order of the Rossby radius of deformation (10 km). After that, the relative dispersion grows with a power-law dependency with a short period of ballistic dispersion (quadratic growth), followed by a Richardson regime (cubic growth) in the final phase. Scale-dependent metrics such as the relative diffusivities are consistent with these findings, while the analysis of the finite-scale Lyapunov exponents (FSLEs) shows contradictory results for the submesoscales.

In summary, the analysis of various statistical Lagrangian metrics suggests that tracer stirring at the submesoscales is nonlocal and becomes local at separation scales larger than 10 km. The analysis of meridional and zonal dispersion components indicates anisotropic dispersion at the submesoscales, which changes into isotropic dispersion on the mesoscales. Spectral analysis of the relative diffusivity gives evidence that semiannual and shallow-water tides influence relative diffusivity at the mesoscales, especially for drifter separations above 50 km.

Plain Language Summary The investigation of the transport and dispersal of biogeochemical substances and pollutants is of crucial importance for a broad spectrum of scientific research questions. To determine the risk of contaminants at the ocean's surface, numerical modeling frameworks are used for the prediction of tracer distribution on different spatial and temporal scales. Especially in tidally influenced shallow shelf seas, complex coastal processes hamper traditional particle modeling approaches, and observational data from surface drifters are required for calibration purposes. In this study, we estimate spreading rates from two clusters of surface drifters released in the southern North Sea, a shelf sea strongly affected by anthropogenic pressures. We provide the first estimate of spreading rates in this ecologically and industrially important area on different spatial and temporal scales. We further demonstrate from our drifter observations that tides influence diffusivity rates and provide a detailed analysis of tidal influence at different spatial scales.

1. Introduction
The oceanic flow field is turbulent over many spatial scales, which have an enormous impact on ocean circulation, heat transport, and stirring of tracers. Knowledge about the dispersal and pathways of tracers at the sea surface is crucial for a wide range of oceanographic research questions and provides valuable insights into the dispersal and fate of biological substances (Gawarkiewicz et al., 2007), pollutants (Maximenko et al., 2012; Poje et al., 2014), and climate-relevant tracers (Merlivat et al., 2015). The risk of anthropogenic pollutants and the impact of biogeochemical substances depend on the concentration of such materials at the ocean surface. However, understanding and prediction of these concentrations are of primary public and political interest. Several studies found a good agreement of simulated tracers and Lagrangian observations, but due to the limited amount of pairwise deployed drifters in the oceans (Beron-Vera & LaCasce, 2016; Romero et al., 2013), there is a significant lack of data coverage for many ocean areas (Meyerjürgens et al., 2019). Furthermore, more high-resolution Lagrangian data are needed to improve...
the understanding of transition processes linking small-scale and submesoscale fluid dynamics and mesoscale ocean circulation. (Lumpkin et al., 2017; Özgökmen et al., 2012).

Lagrangian observations provide a direct method to sample the dynamics of a turbulent flow field in time and space and are required for the validation of Lagrangian particle tracking models. In recent decades, several studies derived statistical metrics from Lagrangian observations to characterize the properties of the underlying flow field (Koszalka et al., 2009; LaCasce & Ohlmann, 2003; van Sebille et al., 2015). For example, the mean square separation distance of particle pairs can be used to estimate the relative dispersion, which is a measure of the spreading of a particle cloud around its center of mass (Bennett, 2006; Koszalka et al., 2009; LaCasce, 2010; Ollitrault et al., 2005). The relative dispersion describes the mixing of passive tracers in a turbulent flow field and can provide information about the most important physical processes in the oceanic flow. Another essential statistical metric for the quantification of the stirring of a turbulent flow field is the relative diffusivity, which is the rate of change of relative dispersion.

Experiments with satellite-tracked drifters to study the relative dispersion and diffusivity of particles were carried out in the world oceans, for instance, in the Southern Ocean (van Sebille et al., 2015), in the North Atlantic Ocean (Lumpkin & Elipot, 2010; Ollitrault et al., 2005), in the South Atlantic (Berti et al., 2011; Dräger-Dietel et al., 2018), in the Gulf of Mexico (Beron-Vera & LaCasce, 2016; LaCasce & Ohlmann, 2003; Poje et al., 2014; Sansón et al., 2017), the Mediterranean Sea (Haza et al., 2007; Lacorata et al., 2001), and in the Nordic Seas (Koszalka et al., 2009). Other studies aimed at describing the dispersion of particle clouds in coastal areas, in surf zones, and in tidal inlets (Schroeder et al., 2012; Spydell et al., 2007, 2015). A recent study summarizes dispersion properties, derived from the Global Drifter Program data set, in different ocean basins worldwide and has pointed out that dispersion rates at the submesoscales are about 1 order of magnitude higher than at the mesoscale ranges (Corrado et al., 2017). The submesoscale, that ranges from hundreds of meters to tens of kilometers and at temporal scales from hours to days (McWilliams, 2016), connects the geostrophic mesoscale regime and the turbulent motion, in which vertical and horizontal mixing is linked and has a substantial contribution to the biogeochemical cycle in the ocean (Klein & Lapeyre, 2009; Lévy et al., 2012).

Lagrangian observations from drifter pairs have shown that submesoscale dispersion, with initial pair separation of ~5 to 100 m, increases roughly exponentially (Beron-Vera & LaCasce, 2016; Ohlmann et al., 2012). The exponential growth of the relative dispersion of particles indicates a nonlocal dispersion regime, in which eddies with scales larger than the separation of the particles contribute to the diffusivity. On the contrary, other studies reported local dispersion at the submesoscales, which means that the diffusivity is controlled by eddies of the same size as the particle separation (Poje et al., 2014; Schroeder et al., 2012).

Drifter deployments in the vicinity of horizontal fronts indicate converging zones in the submesoscales, which can result in a clustering of drifters and the concentration of flotsam at the ocean’s surface (D’Asaro et al., 2018; Drinkwater & Loder, 2001; Poje et al., 2017; Schroeder et al., 2012). The numerical representation of dispersion and diffusivities in the coastal ocean is challenging because tides and turbulence induced by a complex bathymetry and estuarine processes hamper traditional approaches. Tides and small-scale estuarine processes in particular often have a massive impact on coastal ocean circulation (Deldange et al., 2017; Stanev et al., 2016), so understanding their implications on dispersal is of general interest, especially for pollutants entering the open ocean from land sources and rivers. Barotropic and baroclinic tides contribute to the horizontal ocean mixing and the baroclinic tides enhance substantially the vertical mixing (Stanev & Ricker, 2020; Suanda et al., 2017).

The amount of numerical studies of dispersion which have taken into account tides is limited. The studies which have incorporated baroclinic (Callies et al., 2019; Lynge et al., 2010; Suanda et al., 2018) and barotropic (Orre et al., 2006) tides analyzed dispersion processes in the submesoscales for several hours or days. Suanda et al. (2018), for instance, used numerical drifters to show that the inclusion of baroclinic tides in the model induces a 3–4 times larger horizontal diffusivity than barotropic tides in the submesoscales. Numerical experiments on the European Northwest Shelf demonstrated that barotropic tides massively influence the energy cascades on the mesoscales and increases the length of Lagrangian particle trajectories significantly (Stanev & Ricker, 2020). However, Lagrangian observations in the tidally influenced coastal ocean are still limited. Consequently, there is a considerable need for observational data to gain further
insight into the contribution of tides to diffusivities on the mesoscales to compare the results with the findings of the particle tracking models.

The purpose of this study is to analyze the submesoscale and mesoscale dynamics derived from two clusters of drifters in the North Sea. Semidiurnal tides, density gradients, and wind forcing dominate the circulation in the North Sea (Becker et al., 1992; Otto et al., 1990). We focus on the impact of tides and tidal mixing fronts on the dispersion aiming at advancing the understanding of processes influencing the fate and dispersion of particles at the ocean’s surface (Christensen et al., 2018; Critchell et al., 2015). The investigation of this thin near-surface layer is crucial for the investigation of the fate of pollutants such as oil and floating plastics, which are mainly transported in this layer (Laxague et al., 2018).

We analyze the dispersion of drifters using traditional techniques of two-particle pair statistics and continue to focus on the effects of strong tidal dynamics on dispersion rates. The study is structured as follows. A brief description of the study site, the experiment, and the dispersion metrics is provided in section 2. The results of the dispersion metrics and the tidal analysis are presented in section 3. A discussion of the dispersion metrics focusing on the contribution of tides to the dispersion is given in section 4. A brief summary and conclusion of the results and the key messages of this study are provided in section 5.

2. Material and Methods

2.1. Study Site

The North Sea is a semienclosed shelf sea that opens into the Norwegian Sea in the north and into the English Channel in the west. The German Bight is located in the southeastern part of the North Sea and is one of the best observed coastal areas in the world based on Eulerian measurements (Baschek et al., 2017; Stanev et al., 2016). It is one of the most intensively used coastal areas worldwide and connects the English Channel with the major ports of Europe. As a result, the coastal region has great industrial and political importance for different stakeholders and is impacted by anthropogenic pressures. However, there is a significant lack of Lagrangian observations in this area (Meyerjürgens et al., 2019; Stanev et al., 2019).

The German Bight is a shallow-water shelf area and is profoundly impacted by semidiurnal tidal waves (M2), and the residual circulation is cyclonic due to nonlinear tidal interaction and prevailing westerly winds (Becker et al., 1992; Huthnance, 1991; Otto et al., 1990). Baroclinic instabilities, wind forcing, and the gradient of the bottom topography can lead to the formation of eddies with spatial scales of several kilometers covering the transition zone between submesoscale and mesoscale dynamics (Badin et al., 2009; Becker et al., 1992). Freshwater runoff from the rivers Elbe and Weser in combination with oceanic water delivered by the English Channel form submesoscale filaments and mesoscale density fronts in the southeastern part of the German Bight (Becker et al., 1999; Dippner, 1993; Skov & Prins, 2001). Several studies reported high densities of floating material at these filaments and frontal systems in the German Bight (Gutow et al., 2018; Thiel et al., 2011).

2.2. Drifter Data

The data set analyzed in this study were derived from 14 satellite-tracked surface drifters forming 43 pairs, which were deployed in two clusters in the German Bight in October 2018. They sample the current in the upper 0.5 m of the water column and have four cruciform drag-producing vanes attached to the bottom of the housing to minimize the direct wind slip. The response of different drifter configurations to surface currents depends mainly on the ratio of the cross-sectional area of drifter components above and below the water surface (De Dominicis et al., 2016). This ratio is defined as the drag area ration (DAR). The DAR of this configuration is $R = 25.6$ (Meyerjürgens et al., 2019).

For the adequate resolution of submesoscale processes, the transmission interval for the position data was set to 10 min, which is transmitted directly via the Globalstar satellite telemetry. The drifter is powered by an external battery pack yielding an average battery lifetime of about 8 months by transmitting the position in near-real-time with an interval of 10 min, which provides a high signal-to-noise ratio. Positions of the drifters were tracked with an accuracy of ~2.5 m. The direct wind slip $U_{\text{slip}}$ of the drifters is 0.27%, which would result in wind-induced velocities ranging from 0.0027–0.027 m s$^{-1}$ by wind speeds in a range of 1–10 m s$^{-1}$ (Meyerjürgens et al., 2019).
Outliers in the position data were excluded by applying a Hampel median filter for zonal and meridional coordinates separately with a window size of 18 surrounding samples (Lui et al., 2004). Samples that differ from the median by more than three standard deviations were excluded from the data set (amounting to less than 0.5% of the observations). The drifter positions were subsampled at a regular 10 min intervals using a piecewise cubic interpolation method (Fritsch & Carlson, 1980).

To compare the results of the Lagrangian metrics to other studies in other ocean basins where tides and inertial oscillations are typically suppressed by trajectory filtering, we also filtered the trajectories with a 25-hr Butterworth filter. That allows us to directly compare the results of the relative dispersion, relative diffusivity, and finite-scale Lyapunov exponents (FSLEs) with other studies. Further analyses, focusing on tidal effects on drifter velocities and relative diffusivities, were done with the unfiltered position data.

2.3. Drifter Deployments

Two clusters of drifters were deployed from the RV Heincke on 21 October 2018 in the German Bight close to a tidal mixing front. The front was identified by using near-real-time sea surface temperature (SST) satellite data from the Copernicus Marine and Environment Monitoring Service (CMEMS-SST-PUM-010-010-025). The horizontal resolution of the data is 0.02°, and data with processing Level 4 was used (Figure 1). The front was identified in the southeastern area of the German Bight in the vicinity of the island Heligoland. Both clusters were deployed in the western part of the front due to the local wind conditions with moderate westerly winds (Figure 1). The aim of the deployment strategy was that the drifters of both clusters cross the frontal system.

The drifters were deployed from the stern of the ship while the engines were stopped to ensure the least possible impact of the ship on the initial drift propagation.

Cluster 1 (C₁) consisted of eight drifters and was deployed on 21 October 2018 in the northeastern area of Heligoland. Another six drifters were released in a cluster (C₂) 2 hr later in the southeastern area of Heligoland.
Heligoland approximately 20 km away from the deployment location of $C_1$. The drifters were deployed with a maximum initial separation of 10 m. The drifters were released in two clusters to increase the number of drifter pairs for a statistically valid analysis of pair separations. $C_1$ forms 28 pairs, and $C_2$ can be combined to 15 pairs. Drifter lifetime is affected by battery lifetimes, beaching of drifters, and oceanic conditions. For a statistically valid analysis, we used a minimum number of 10 pairs for the analyses of the Lagrangian statistics. As a result, we focused on the first 72 days for $C_1$ and the first 49 days for $C_2$. Trajectories of both clusters are shown in Figure 1.

2.4. Relative Dispersion

The relative dispersion ($D^2(t)$), which is a benchmark of the mean square separation of particle pairs, is defined by

$$\langle D^2(t) \rangle = \frac{1}{N} \sum_{i,j} \left[ x_i(t) - x_j(t) \right]^2 + \left[ y_i(t) - y_j(t) \right]^2,$$

where $i$ and $j$ refer to each drifter of a pair in the cluster of $N$ drifter pairs and $x_i(t)$, $y_i(t)$ correspond to the coordinates in the Universal Transverse Mercator (UTM) projection at the time $t$. Typically, pairs or clusters of drifters that are initially separated by a small distance $\delta$ and were deployed at a certain time $t_0$ are used for the analysis. Various studies used “chance pairs,” which are deployed randomly but are simultaneously present in a given study area, to increase the number of drifter pairs for Lagrangian statistics (Dräger-Dietel et al., 2018; LaCasce, 2010; Lumpkin & Elipot, 2010; Ollitrault et al., 2005; van Sebille et al., 2015). We have avoided the use of chance pairs in this study to overcome the issue of biased dispersion rates that can be produced for submesoscale dispersion (LaCasce & Ohlmann, 2003; Lumpkin & Elipot, 2010).

The rate of change of the relative dispersion characterizes the mixing properties of the flow field as a function of the length scales. It depends on the relative separation of a particle pair and is linked to the relative diffusivity ($K$):

$$K = \frac{1}{4} \frac{d}{dt} \langle D^2(t) \rangle.$$

Generally, four typical dispersion regimes can be distinguished, which depend on the time $t$ and the averaged separation distance $D$ between the drifter pairs, which are driven by the kinetic energy of the flow field. Richardson (1926) introduced the study of pair dispersion in the turbulent flow field of the atmospheric boundary layer. The Richardson regime is characterized by a dispersion following $D^2(t) \sim t^3$, which is mainly driven by processes with spatial scales similar to the drifter separation. Another regime which is related to local dispersion effects is the ballistic regime characterized by $D^2(t) \sim t^2$ with a squared growing behavior. Diffusive dispersion regimes are defined by a linear growth of relative dispersion in time. Regimes in which dispersion is driven by processes larger than the separation distance of the drifters are nonlocal showing an exponential growth of the dispersion in time:

$$\langle D^2(t) \rangle = \langle D^2(0) \rangle \sigma^2 e^{t/\tau};$$

where $\tau$ is the unfolding time that is related to the strain rate (Badin et al. 2011; Dräger-Dietel et al. 2018; Koszalka et al. 2009).

Equivalent scaling laws can be held for the relative diffusivity. We expect $K \propto D^{2+n}$ with spectral slopes of $n \leq 3$ for local dispersion and $n > 3$ for nonlocal dispersion effects (Bennett, 2006; LaCasce, 2010; Richardson, 1926).

2.5. Finite-Scale Lyapunov Exponents

A major drawback of relative dispersion is that this parameter characterizes the distribution of tracers at a given time and does not provide information on the dependence on spatial scales. To address this problem, we discuss further scale-dependent spreading properties of a flow field in the form of the FSLE.
Considering the relative dispersion alone may lead to inaccuracies caused by averaging all pair separations at fixed times. For example, averaging a pair with a distance of 1 km at a given time with a pair which is separated by 10 km may result in errors of an order of magnitude larger than the separation of the pairs. An alternative approach to describe the mixing properties of a flow field from a different perspective is a fixed-scale analysis by calculating the FSLE. Furthermore, considering the FSLE is more suitable if the dispersion processes in the flow field are more scale dependent rather than time dependent (Cencini & Vulpiani, 2013). On the other hand, there are some disadvantages concerning FSLEs. At small separation scales, the FSLEs are very sensitive to temporal resolution, interpolation, and filtering of the position data, while interpolation and filter effects hardly distort the FSLE results at larger spatial scales (Haza et al., 2014; Lumpkin & Elipot, 2010).

Generally, the Lyapunov exponent describes the rate of divergence of adjacent trajectories and is often used for the identification of exponential pair separation (Artale et al., 1997; Aurell et al., 1997; Haller & Yuan, 2000). The FSLE \( \lambda \) is defined as the exponential growth rate of drifter separation as a function of the initial drifter separation \( D \). It is calculated from the averaged time \( \langle \theta(D) \rangle \) that is required for a pair to increase the initial separation by the factor \( r \).

\[
\lambda(D) = \frac{\ln(r)}{\langle \theta(D) \rangle}.
\]

(4)

When relative dispersion follows a \( \langle D^2(t) \rangle \sim t^2 \) scaling, then the scaling of the FSLE is defined as the follows:

\[
\lambda(D) \sim D^{-\beta},
\]

(5)

where \( \beta = 0 \) for exponential regime, \( \beta = 2/3 \) for local dispersion (Richardson regime), \( \beta = 1 \) in the ballistic regime, and \( \beta = 2 \) in the diffusive regime.

As discussed in Haza et al. (2008), the interpretation of the FSLEs is susceptible to the choice of the parameter \( r \). The minimum value of \( r \) is given by the temporal resolution of the trajectory positions, since the time required for particle pairs to separate from \( D_0 \) to \( rD_0 \) need to be longer than the temporal resolution of the trajectory positions.

It should be noted that the FSLE analysis may identify different dispersion regimes than the dispersion-versus-time analysis since the latter analyzes the separation of pairs based on time scales and the FSLEs provide a measure of dispersion based on spatial scales.

### 2.6. Tidal Analysis

The influence of tides in the German Bight can be seen in oscillations of the drifter trajectories (Figure 1b). In order to characterize the effects of tidal oscillations on drifter velocities, we have applied a fast Fourier transform (FFT) to decompose the unfiltered velocity time series of the individual drifters into their representative frequencies. We applied the FFTs separately to the drifter data in the southern area and northern area of the North Sea to compare the amplitudes of tidal velocity in different regions of the North Sea. For analysis of the southern area, we considered the data of all drifters up to 55.5°N and, for the northern area analysis, the data of all drifters above 55.5°N. For comparison, we have applied the analysis to the entire data set. The results were averaged over all drifter trajectories. In addition, the tidal harmonic analysis toolbox (UTide) was used to study the influence of distinct tidal constituents on the oscillation amplitudes (Codiga, 2011).

The effects of tides on diffusivities at the submesoscales were addressed by several studies (Orre et al., 2006; Spydell et al., 2015; Suanda et al., 2018). However, the implications on the mesoscales remain unclear, as well as the contributions of different tidal constituents to the diffusivities.

To close this gap, we analyzed the effects of different tidal constituents on the relative diffusivities of the drifter pairs. Since the relative diffusivity is a scale-dependent measure, we investigated the contribution of tides on the relative diffusivity on different separation scales. Therefore, we decomposed the relative diffusivity of all drifter pairs into their respective frequencies using FFT. We applied this analysis to different maximum
drifter separations ($D_{\text{max}}$) in order to gain insight into the contribution of tides at different separation scales. The results of the FFTs were averaged for the different maximum pair separations. We have chosen a minimal trajectory length of 4 days to obtain statistically significant results. The mean trajectory lengths are 7.9 days for $D_{\text{max}} = 10$ km, 24.5 days for $D_{\text{max}} = 25$ km, 35.3 days for $D_{\text{max}} = 50$ km, 40 days for $D_{\text{max}} = 75$ km, 41.7 days for $D_{\text{max}} = 100$ km, and 44.3 days for $D_{\text{max}} = 150$ km.

2.7. Wind Effects
In order to get an impression of the wind influence on the pathways of drifters, we compared the drifter velocities to wind data from a numerical model of the German Weather Service (DWD). The model has a spatial resolution of 7 and 3.5 km in meridional and zonal direction, respectively. The temporal resolution is hourly. The wind data were interpolated in space and time to the positions of a single drifter, which represents the general propagation of both clusters well. The drifter velocities were computed by taking the temporal derivations of the drifter positions. In order to eliminate short-term variations, both wind and drifter velocities were filtered with a moving average at a window length of 24 hr. The comparison of wind and drifter vectors show a good agreement (Figure 2). The maximum wind speeds observed in this study were 16.25 and 15.23 m s$^{-1}$ for the zonal and meridional components, respectively.

3. Results
3.1. Relative Dispersion
The relative dispersion calculated from clusters $C_1$ and $C_2$ with an average initial separation of $D_0 \approx 10$ m is shown in Figure 3 with a 95% confidence interval for the averaged relative dispersion. The fitting parameters and the corresponding errors are determined by least squares. The initial growth phase of the relative dispersion for $C_1$ in the first 5 days shows an exponential growth rate of $2 \pm 0.11$, corresponding to an e-folding time of $0.5 \pm 0.09$ days for separation scales less than 10 km and time scales smaller than 5.5 days. As mentioned in section 2.4, the exponential growth of the relative dispersion indicates a nonlocal dispersion regime in which the dispersion is driven by mesoscale velocity field characteristics much larger than the separation scales. It should be noted that the relative dispersion increases for the first 0.8 days very slowly and decreases from 0.8 days to 1.5 days from 0.043 to 0.014 km$^2$ in the center of the salinity front, which indicates convergence of the drifters during this period (Figures 1b and 3a).

$C_2$ shows a slowly decreasing relative dispersion for time scales up to 0.6 days from an initial average dispersion of 0.056 to 0.026 km$^2$ (Figure 3c). As observed for $C_1$, the minimum value of the averaged relative dispersion is reached at the center of the tidal mixing front (Figure 1b). From 0.6 to 3.3 days and separation scales up to 10 km, the relative dispersion increases exponentially in time with a growth rate of $3.3 \pm 0.14$, which corresponds to an e-folding time of $0.3 \pm 0.05$ days. In this phase, the relative dispersion is also dominated by processes much larger than the drifter separation, which indicates a nonlocal dispersion regime.

After this initial phase, the relative dispersion of both clusters follow a power-law dependency in the scaling of

$$< D^2 > \propto t^\eta. \tag{6}$$

$C_1$ shows a short period of decreasing dispersion, which is followed by a period of strong increase. Overall, this intermediate period between 5.5 and 12 days can best be described by the theoretical prediction of the ballistic regime with a $t^2$ scaling (estimated slope $t = 2.1 \pm 0.3$), where the dispersion is mainly driven by the local shear of the velocity field. For times larger than 12 days, the dispersion of the estimated slope of
the fit is $t = 3.1 \pm 0.1$ and follows the theoretical prediction by Richardson and scales as $t^3$. The spreading of the drifters in this regime is mainly influenced by current characteristics of scales similar to the drifter separation.

The dispersion of $C_2$ indicates ballistic dispersion within the period of 3.3 to 12 days with an estimated slope of $2.3 \pm 0.1$. As observed for $C_1$, the intermediate period is followed by local dispersion in the form of a Richardson regime. The estimated slope of the fitted power function is $2.9 \pm 0.1$ for this period. The first regime transition for $C_1$ occurs at the integral time scale of 5.8 days, while $C_2$ represents a regime transition to the integral time span of 3.3 days (Figure 3c). The transition from ballistic to Richardson regime for both clusters takes place after 12 days on separation scales of about 30 km.

Figure 3 also displays the meridional and zonal relative dispersion with 95% confidence intervals separately. Both components are showing exponential growth in the initial separation phase, which is followed by an oscillating trend at the intermediate and final phases.

There is evidence for an isotropic velocity field in the submesoscales due to the homogenous increasing of the zonal and meridional dispersion with no significant differences. At intermediate scales, the zonal dispersion becomes slightly larger than meridional dispersion, indicating anisotropic dispersion. At large scales, dispersion is meridionally anisotropic for both clusters. The zonal dispersion of $C_1$ decreases significantly over the period of 38 to 48 days (Figure 3b). $C_2$ shows a decrease in zonal dispersion over a period of 43 to 50 days (Figure 3d). During these periods, the meridional dispersion shows a significant increase in both clusters.

### 3.2. Relative Diffusivity

The relative diffusivity is the time derivate of the relative dispersion, which depends on the pair separation $D$ and describes the mixing properties of the flow field as a function of the spatial scales of the drifter separation. The relative diffusivity is plotted against the separation $D$ at specific spatial scales. To achieve this, we...
have averaged the diffusivity for all pairs at certain separation distances, according to Koszalka et al. (2009), with the dependence

\[ D_n = \alpha D_{n-1} = \alpha^n D_0, \quad (7) \]

with \( \alpha = 1.1 \), which produces an exponential growth of the bin size with resulting nearly equally spaced bins on a logarithmic scale.

The relative diffusivity and the corresponding 95% confidence intervals of \( C_1 \) and \( C_2 \) are presented in Figure 4. The diffusivity of both clusters increases with the dependence \( K \propto D^2 \) for spatial scales smaller than 10 km, indicating nonlocal dispersion at these scales, which is in a good agreement with the dispersion analysis. The estimated slopes on these scales are 2.2 ± 0.2 and 2.1 ± 0.2 for \( C_1 \) and \( C_2 \), respectively. The diffusivity on larger spatial scales grows with calculated slopes of 1.3 ± 0.3 for \( C_1 \) and 1.4 ± 0.2 for \( C_2 \) according to a \( D^{4/3} \) power-law, which corresponds to the theoretical prediction of Richardson, (1926) and indicates a local dispersion regime. Diffusivity magnitudes increase to values around \( 10^4 \) m\(^2\) s\(^{-1}\), which agrees with values in the Nordic Seas (Koszalka et al., 2009). The regime transition is clearly visible in both data sets at separation scales of approximately 10 km, which is close to the range of the Rossby deformation radius, which ranges from 5 to 20 km (Badin et al., 2009; Becker et al., 1999; Langenberg, 1998).

### 3.3. Finite-Scale Lyapunov Exponent

As discussed in section 2.5, we have analyzed the FSLEs for both clusters to shed light on the mixing properties from a fixed scale perspective. Previous studies discussed the choice of the parameter \( r \), which must be a compromise between minimizing the noise of the fits and the resolution of the FSLEs at small separation scales (Haza et al., 2008; Lumpkin & Elipot, 2010; van Sebille et al., 2015). We used the parametrizations of an analysis of drifter pairs in the southern Pacific with a range of 1.15 to 2 (van Sebille et al., 2015) and added 1.4 for \( r \) used in a recent study in the South Atlantic (Dräger-Dietel et al., 2018). Figure 5a shows the FSLEs for \( C_1 \) plotted against the drifter separation.

Different values for the scale factor \( r \) are color-coded, and the solid lines show the theoretical prediction of the Richardson regime \( \lambda(D) \sim D^{-2/3} \) and the ballistic regime \( \lambda(D) \sim D^{-1} \). As in several other studies, different scaling regimes \( \lambda(D) \sim D^{-\beta} \) are observed as a function of drifter separation (Dräger-Dietel et al., 2018; van Sebille et al., 2015). Furthermore, the regime transitions are clearly visible at separation scales of approximately 10 km, as observed in the relative diffusivity analysis. For separations from a few meters to 10 km, the scaling is \( D^{-2/3} \), indicating local dispersion in the form of a Richardson regime. This is in contrast to the results of dispersion and diffusivity analysis, which show a nonlocal dispersion in the first observed dispersion regime. For separations from 10 to 300 km, the FSLE analysis identified the scaling \( D^{-1} \), which refers to the ballistic regime. This is in line with the results of the dispersion analysis and agrees with the diffusivity analysis, which shows a Richardson regime on these scales. The results of the FSLEs of \( C_2 \) are shown in Figure 5b with the same color-coded values for \( r \) as for \( C_1 \). The observed scaling regime is consistent with...
the findings of $C_1$ indicating a Richardson regime for separation scales up to 10 km. For separations above 10 km, the FSLEs are strongly scattered, but for $r \leq 1.5$, there is evidence for a Richardson regime. There is no evidence for an exponential dispersion behavior in the FSLEs analysis that contradicts the dispersion results of both clusters. Due to the limited number of drifter pairs, the inaccuracies of the FSLEs on small scales are large. Of course, there are some discrepancies when comparing the results of the FSLEs to the results of the relative dispersion and diffusivity on the submesoscales, but regime transitions are detected in all analyses at 10 km in the range of the Rossby radius of deformation.

### 3.4. Tidal Analysis

As described in section 2.6, we have analyzed the influence of tides on the drifter velocities and the relative diffusivities derived from drifter pairs. Table 1 summarizes the results of the harmonic tidal analysis of zonal and meridional velocity components of the entire data set. The tidal amplitudes for the zonal velocity components are significantly higher compared to the meridional amplitudes.

For both components, the semidiurnal tidal components are significantly higher than the diurnal tidal components. Both analyses show peak values at the $M_2$ semidiurnal tidal constituent and also smaller peaks for shallow-water tidal constituents ($M_4$ and $M_6$) (Figure 6; Table 1). The region-dependent analysis indicates that the amplitudes of the tidal currents in the southern area (<55.5° latitude) are significantly higher compared to the currents in the northern region (>55.5° latitude) of the North Sea (Figure 6). The FFT shows significant peaks for the $M_2$ constituent for the data of the southern area with higher velocities for the zonal component. The analysis of the northern region data indicates a small peak for the $M_2$ period with a velocity amplitude of 0.06 m s$^{-1}$ in the meridional direction, while the zonal component shows no significant peak for the $M_2$ period. The velocity amplitudes for the southern region are significantly higher with values of 0.35 and 0.19 m s$^{-1}$ for the zonal and meridional components, respectively. These results are consistent with previous studies in the region (Callies et al., 2019; Meyerjürgens et al., 2019; Port et al., 2011). The inertial period for the study area is computed from the average latitude for all drifters ($T_{\text{inertial}} = 14.57$ hr) and does not show a peak in the FFT analysis.

The spectral analysis of the relative diffusivities is shown in Figure 7. As described in section 2.6, we have used different maximum pair separations for the spectral analysis to investigate the influence of tides on the diffusivity on different spatial scales. The FFTs for the relative diffusivities do not show significant peaks for maximum separation distances below 25 km (Figure 7a). For $D_{\text{max}} = 25$ km, less pronounced peaks are indicated with diffusivity rates of about 50 m$^2$ s$^{-1}$ for the $M_2$ semidiurnal constituent (Figure 7b). With increasing maximum pair separation, the peaks become more pronounced with increasing amplitudes, and also peaks

<table>
<thead>
<tr>
<th>Tidal constituent</th>
<th>Period (hr)</th>
<th>Zonal velocity amplitude (m s$^{-1}$)</th>
<th>Meridional velocity amplitude (m s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>M2</td>
<td>12.421</td>
<td>0.205</td>
<td>0.113</td>
</tr>
<tr>
<td>S2</td>
<td>12.000</td>
<td>0.065</td>
<td>0.035</td>
</tr>
<tr>
<td>N2</td>
<td>12.658</td>
<td>0.041</td>
<td>0.021</td>
</tr>
<tr>
<td>M4</td>
<td>6.210</td>
<td>0.023</td>
<td>0.008</td>
</tr>
<tr>
<td>NO1</td>
<td>24.833</td>
<td>0.022</td>
<td>0.013</td>
</tr>
<tr>
<td>Q1</td>
<td>26.868</td>
<td>0.021</td>
<td>0.010</td>
</tr>
<tr>
<td>M6</td>
<td>4.140</td>
<td>0.009</td>
<td>0.003</td>
</tr>
<tr>
<td>M8</td>
<td>3.105</td>
<td>0.002</td>
<td>0.002</td>
</tr>
<tr>
<td>O1</td>
<td>25.819</td>
<td>0.007</td>
<td>0.013</td>
</tr>
<tr>
<td>MS4</td>
<td>6.103</td>
<td>0.016</td>
<td>0.007</td>
</tr>
</tbody>
</table>

Note. The periods of the tidal constituents are expressed in hours, and the velocity amplitudes are expressed in m s$^{-1}$. 

---

**Figure 5.** Finite-scale Lyapunov exponents from filtered position data for (a) $C_1$ and (b) $C_2$. The circles are mean values of the FSLEs of certain drifter separations. The colors refer to different values of the parameter $r$. The black lines indicate the theoretical prediction for the ballistic ($D^{-1}$) and Richardson ($D^{-2/3}$) regime.
for shallow-water constituents are observed. For $D_{\text{max}} = 150$ (Figure 7f), the diffusivity amplitudes are about 4 times higher than the values for $D_{\text{max}} = 25$ km, with values around $200 \text{ m}^2 \text{s}^{-1}$ for the M$_2$ semidiurnal tidal constituent and distinct peaks for shallow-water constituents ($65 \text{ m}^2 \text{s}^{-1}$ for M$_4$, $24.5 \text{ m}^2 \text{s}^{-1}$ for M$_6$). Overall, the spectral analysis shows a diffusivity amplitude of $289.5 \text{ m}^2 \text{s}^{-1}$ induced semidiurnal tides, which is comparable to diffusivities in the North Atlantic (Roach et al., 2018).

4. Discussion

We have analyzed the mixing characteristics in the eastern part of the North Sea with two-particle-pair-statistics methods derived from 43 drifter pairs, which were deployed in two clusters. The consideration of scale-dependent as well as time-dependent metrics provides a comprehensive overview of the dispersion properties in this area. Further, we investigated the contribution of tidal effects on different spatial scales to the relative diffusivities of the drifter pairs.

4.1. Two-Particle Pair Statistics

The dispersion of both clusters is significantly low in the vicinity of the baroclinic tidal mixing front and showing exponential increases while leaving the area of the front. One possible explanation for the decreasing dispersion is the convergence of velocity field along the density front, which results in the clustering of the drifters. Convergence could be enhanced by baroclinic mixing at tidal mixing fronts (Stanev, Al-Nadhairi, et al., 2015), but the vertical effects cannot be analyzed by surface drifter observations alone. However, several studies have observed declining dispersion rates, which are associated with horizontal convergence caused by density fronts at the submesoscales as well. Overall, there is evidence that convergence processes, induced by the tidal mixing front in the eastern German Bight, contribute to the clustering of drifters in our observations. These findings are consistent with studies which found high concentrations of floating materials in the area of the tidal mixing front in the southeastern part of the German Bight (Gutow et al., 2018; Thiel et al., 2011) and in other coastal regions in the world ocean (Acha et al., 2003; Hinojosa et al., 2010).
Our results suggest that coastal ocean models or regional models with fine resolution should more deeply address how well mesoscale and submesoscale processes, which massively impacts the dispersion and converging of tracers at the sea surface, are resolved. A crucial step in this direction is demonstrated in the comparative studies of Graham (2018) and Guihou et al. (2018).

The analysis of the relative dispersion shows an exponential growth for both clusters, which correspond to the results of the relative diffusivity indicating a squared growth for separation scales up to 10 km, which is in the order of the Rossby radius of deformation in the southern North Sea (Badin et al., 2009; Becker et al., 1999). In contrast, the FSLEs indicate a Richardson regime ($\lambda(D)\sim D^{-2/3}$) for both clusters at small scales. Discrepancies between different dispersion metrics have been reported in several other studies due to inertial motions and strong tidal oscillations that may contaminate the FSLEs at the submesoscales (Beron-Vera & LaCasce, 2016; Essink et al., 2019; van Sebille et al., 2015). In addition, disparities between the FSLEs and the relative dispersion can be caused by position uncertainties and sampling frequency of the drifters, which can significantly influence the results in the submesoscales (Haza et al., 2014). In order to minimize these effects, we used drifters with high sampling frequencies (10 min) and position uncertainties of approximate 2.5 m and carried out the deployment very carefully in order to minimize the impact of the ship on the initial cluster dispersion. However, we cannot completely rule out the possibility that our FSLE estimates are not contaminated due to the above-mentioned issues on the submesoscales.

Evidence of exponential regimes at the submesoscales for the relative dispersion and diffusivity is reported for many other ocean basins (Beron-Vera & LaCasce, 2016; Berti et al., 2011; Dräger-Dietel et al., 2018; Essink et al., 2019; van Sebille et al., 2015). The e-folding times derived from the dispersion analysis for $C_1$ is almost twice as high as for $C_2$. As a consequence, the relative dispersion for $C_2$ increases more quickly than the dispersion for $C_1$ and that the regime transition is reached for $C_2$ much faster. This could be the consequence of the different locations where the clusters were released. $C_2$ was deployed near the island of
Heligoland, where a complex, nonlinear interaction between tidal currents and bathymetry gradients could influence the dispersion. This effect was also observed by Tseng (2002), which found high dispersion rates induced by island wakes. The analysis of two individual clusters show that e-folding times of nearly simultaneously deployed groups of drifters can differ significantly due to complex coastal ocean processes.

The e-folding times observed in this study are significantly lower compared to other ocean basins, which means that the drifters separate much faster compared to other studies in the submesoscales (Beron-Vera & LaCasce, 2016; Essink et al., 2019; van Sebille et al., 2015). However, diffusive regimes with linear dispersion scaling which were observed in multiple studies in the world oceans (Corrado et al., 2017; Dräger-Dietel et al., 2018; Koszialka et al., 2009; LaCasce, 2010; van Sebille et al., 2015). These results agree with a recent study in the German Bight, which mainly looked for submesoscale dispersion effects in the vicinity of offshore wind farms (Callies et al., 2019). Due to the limited length of the trajectory time series and the limited number of drifter pairs, the study only speculated that nonlocal dispersion occurs in the submesoscales in the German Bight. The authors further speculate that nonlocal dispersion was caused by the nonlinear effects of offshore wind farms. Our results confirm the observed nonlocal dispersion on the submesoscales, and the difference in the e-folding times suggests that nonlinear interaction with bathymetric gradients and island wakes has a significant impact on the dispersion rates.

Overall, the general findings of nonlocal dispersion in the submesoscales followed by a local dispersion regime at larger scales are consistent with previous studies (Corrado et al., 2017; Dräger-Dietel et al., 2018; Koszialka et al., 2009; LaCasce, 2010; van Sebille et al., 2015). However, diffusive regimes with linear dispersion scaling which were observed in multiple studies in the world oceans (Corrado et al., 2017; Dräger-Dietel et al., 2018; Koszialka et al., 2009) could not be identified in our analysis. This might be caused by boundary effects due to the finite length of the measurement. In a diffusive regime, the pair velocities are uncorrelated, and the scales of processes driving the dispersion of particles are larger than the pair separation. This leads to a diffuse dispersion at relatively large separation scales, which can hardly be achieved in the North Sea due to its semiclosed structure. This results in comparatively short residence times of the particles due to the high probability of getting trapped in coastal areas. Furthermore, the general transport pattern of the drifters is very strongly influenced by the wind conditions since the drifters are transported with the wind-driven surface currents (Figure 2). Wind forcing does not affect drifter dispersion because the wind influence on the drifters and the surface currents is quasi-simultaneous (Meyerjürgens et al., 2019; Poulain et al., 2009).

### 4.2. Zonal and Meridional Dispersion

The analysis of zonal and meridional dispersion shows an isotropic dispersion at the submesoscales but become anisotropic at intermediate scales, with higher magnitudes of zonal dispersion (Figures 3b and 3d). This might be due to the strong effects of tidal currents with tidal ellipses that are very pronounced in the zonal direction (Figure 6) in the southern area of the German Bight (Barth et al., 2010; Meyerjürgens et al., 2019; Port et al., 2011; Stanev, Ziemer, et al., 2015). At larger scales, the dispersion remains anisotropic but in contrast to the intermediate scales with higher magnitudes of meridional dispersion. At these scales, the drifters leave the area of the German Bight and are transported along the east coast of Denmark toward north. Figure 6 indicates that the amplitude of tidal currents decreases in the northern part of the German Bight, and the meridional velocity components along the Danish coast become more dominant. The transition of zonally dominated to meridionally dominated dispersion occurs in order of the regime transition from ballistic to Richardson dispersion. Thus, there is evidence that anisotropic changes contribute to regime transitions. A significant decrease in zonal dispersion is observed from 40 to 60 days for C1. In this phase, the drifters reached the north coast of Denmark, entering the Skagerrak and were recirculated in the southern part of the Skagerrak. Recirculation of North Atlantic surface water induced by strong surface currents in this area was also found in a detailed study of the physical oceanography in the Skagerrak (Svendsen et al., 1996). The sharp decrease in zonal dispersion could be explained with a complex interaction of boundary effects caused by the bathymetry gradients and a complex current system which connects the North Sea with the Skagerrak. As a result, the drifters are recirculated due to the interaction of the water inflow of the North Sea and the outflowing water of the Baltic Sea. This effect was also highlighted by a recent study that discussed the propagation of virtual particles released in the North Sea (Gutow et al., 2018). After 60 days, a significant increase in zonal dispersion is observed for C1. As a consequence, the drifters are distributed in different directions after being recirculated, which is indicated in the trajectories (Figure 1a).
4.3. Tidal Effects on Diffusivity

The influence of tides on relative diffusivity increases with growing pair separation. On the submesoscales, with separation scales up to 10 km, no significant peaks were observed in the FFTs. On these scales, the relative dispersion and diffusivity indicate a nonlocal dispersion regime influenced by processes affecting the dispersion with larger spatial scales then pair separation. Tidal forces have no significant contribution to the relative diffusivity on these scales. At larger separation scales, where local processes control drifter dispersion, the influence of semidiurnal tides is manifested by the FFTs. The interpretation of these results suggests that at small separation scales, the tidal motions of the drifters are correlated, and tides, therefore, do not contribute to the relative diffusivity. With increasing separation scales, tidal motions on drifter pairs are uncorrelated due to spatial variations and time delays of the tidal wave. Romero et al. (2013) simulated the particle pair dispersion in the Southern California Bight and found no significant contribution of tides on the particle dispersion in the submesoscales. Our results give an observational prove that the influence of tides on dispersion in shallow shelf seas depends on pair separation and becomes apparent in the mesoscales where tidal motions are not correlated.

Furthermore, the influence of shallow-water tidal constituents (M₄ and M₆) can be detected in the FFTs with maximum separations above 50 km. As demonstrated in the theoretical study of Stanev et al. (2016), shallow-water constituents have a significant influence on the tidal dynamics in the coastal areas of the German Bight and require an exact representation in coastal circulation models. Our results give an observational support to this modeling study demonstrating that shallow-water tides have a significant influence on diffusivities. Therefore, shallow-water tides need to be realistically included in numerical models for particle tracking. Also, Suanda et al. (2018) reported 3 to 4 times higher dispersion rates for particle simulation on diffusivities. Therefore, shallow-water tides need to be realistically included in numerical models for particle tracking. Furthermore, the depth of the simulated particle trajectories increases by approximately 40% under barotropic tidal forcing. However, the contribution of tides to the mesoscale diffusivity in Lagrangian particle tracking remains unclear and needs to be investigated by further studies.

4.4. Implications for Numerical Modeling

Increasing temporal resolution of the ocean general circulations models (OGCMs) output shows increasing relative diffusivities in modeled particle trajectories but still a weaker diffusivity than the values of real drifter trajectories (De Dominicis et al., 2012). One plausible explanation is that the temporal model resolution does not fully resolve tidal currents, especially the semidiurnal components, which leads to underestimated diffusivities (De Dominicis et al., 2012; Döös et al., 2011). The temporal resolution is also particularly important for the representation of overtides with periods of several hours, which also contribute to the diffusivity. Since the effects of tidal-induced diffusivities become significantly apparent on separation scales above 50 km, the trajectory length of simulated or observed drifters should cover time scales of at least 35 days to investigate mesoscale diffusivities. Our observations suggest that at these temporal scales, the influence of tides on diffusivities is significant due to the uncorrelated tidal motions. De Dominicis et al. (2012) divided the trajectories into subsegments of 1, 4, and 7 days to estimate diffusivities from drifter observations. This method may underestimate scale-dependent diffusivities occurring at separation scales of more than 50 km.

Our results show that analyzed semidiurnal and shallow water tidal constituents (M₂, M₄, and M₆) induce a relative diffusivity of 289.5 m² s⁻¹, which is around 27% of the total estimated relative diffusivity at separation scales of 150 km. The scale dependence of the dispersion properties has also been reported on the submesoscales in the Santa Barbara Channel (Ohlmann et al., 2012). This study indicated that observed and modeled dispersion values show the best agreement by a scale-dependent parametrization of the relative velocity of particle pairs. They reported values of 0.7 and 5.1 cm s⁻¹ (corresponding to diffusivities of 0.5 and 28 m² s⁻¹) for separation scales of 5 m and 2 km, respectively. Our results show scale-dependent diffusivities, which are about 10 times higher for the mesoscales with separation scales up to 150 km, in comparison to the results observed by Ohlmann et al. (2012) on the submesoscales. Thus, we suggest analyzing the relative diffusivity of simulated particles with and without barotropic tidal forcing with different spatial and
temporal resolutions in OGCMs to compare the results to the findings of our study. One step in this direction was presented by Stanev and Ricker (2020).

Besides, alternative diffusivity parameterizations should be considered and tested, which include scale-dependent effects. New parameterization concepts were presented by Cushman-Roisin (2008) and Kämpf and Cox (2016) in which the diffusivity depends on the separation of the particles. The results of our study provide observational evidence that the implementation of scale-dependent diffusivity parameterizations in appropriate lateral and temporal resolved models can be a crucial step forward to improve the diffusivity in OGCMs and the prediction of Lagrangian particles in tidally influenced shelf seas. An improved representation of diffusivities is necessary to predict the dispersion of oil spills accurately, pollutants and biological substances in tidally influenced shelf seas (Lynge et al., 2010; Mantovanelli et al., 2012; Ohlmann & Mitarai, 2010; Suanda et al., 2018).

5. Summary and Conclusions

The description of the turbulent flow field via statistical Lagrangian metrics derived from in situ observations is fundamental for the accurate parameterization and validation of numerical modeling frameworks. This study provides the first description of the turbulent flow field on different spatial scales in the North Sea derived from Lagrangian observations. Drifter dispersion of both clusters shows evidence of a decreasing trend in the vicinity of a tidal mixing front followed by exponential dispersion at the submesoscales. At intermediate scales, dispersion scales as ballistic, followed by a Richardson regime. The analysis of the diffusivities is consistent with these findings, but the results of the FSLFs contradict the results of dispersion and diffusivities at small scales and large scales for $C_1$. Discrepancies of different statistical Lagrangian metrics derived from drifter observations are not uncommon and were also observed in other ocean areas. Overall, the analyses of the different Lagrangian metrics suggest that tracer stirring is nonlocal at the submesoscales and become local at separation scales larger than 10 km.

The e-folding times indicate strong increasing dispersion at the submesoscales and the analysis of zonal and meridional components showing isotropic behavior. At the mesoscales, dispersion appear to be anisotropic with higher magnitudes of zonal dispersion. In the area of the Skagerrak, the dispersion remains anisotropic but with higher magnitudes of meridional dispersion.

Furthermore, we provide, to our knowledge, the first analysis on the relative diffusivity at different spatial scales derived from pairwise deployed drifters in a highly tidally influenced shelf sea. Our results show a scale-dependent effect on diffusivities due to tidal effects, which increase at growing separation scales. By analyzing the FFTs of the relative diffusivities, we show that the influence of tides on the relative diffusivities becomes significantly apparent for drifter separations above 50 km, reaching 27% of the total diffusivity at separations scales of 150 km.

Since the diffusion of particles in numerical frameworks is often implicit, represented by the large-scale straining of the velocity field, the question arises on how the particle tracking models in tidally influenced shelf seas perform in comparison to our observations. The results of this study indicate that numerical models should incorporate realistic representations of tidal effects and consider testing scale-dependent diffusivity parameterizations.

Data Availability Statement

Drifter trajectories are available at the PANGEA database (https://doi.org/10.1594/PANGAEA.910175). Sea surface temperature data are produced by the Group for High Resolution Sea Surface Temperature (GHRSST) Multi-scale Ultra-high Resolution (MUR). SST data (CMEMS-SST-PUM-010-010-025) were obtained from the NASA EOSDIS Physical Oceanography Distributed Active Archive Center (PO.DAAC) at the Jet Propulsion Laboratory, Pasadena, CA (https://doi.org/10.5067/GHGMR-4FJ01).
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